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Numerous lines of experimental, numerical and analytical evidence indicate that it is
surprisingly easy to locate optimal controls steering quantum dynamical systems to desired
objectives. This has enabled the control of complex quantum systems despite the expense of
solving the Schrödinger equation in simulations and the complicating effects of environmental
decoherence in the laboratory. Recent work indicates that this simplicity originates in universal
properties of the solution sets to quantum control problems that are fundamentally different
from their classical counterparts. Here, we review studies that aim to systematically characterize
these properties, enabling the classification of quantum control mechanisms and the design of
globally efficient quantum control algorithms.
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1. Introduction

The notion of controlling quantum systems seems inherently problematic on several
counts. First, the extreme sensitivity of quantum systems to environmental interactions
would appear to place limits on the maximal achievable control fidelity. Second, from a
numerical perspective, given the considerable cost of propagating the Schrödinger
equation, unless the search space for optimal controls has particularly simple
properties, it would appear impossible to locate controls for all but the smallest
quantum systems in reasonable time. However, once the methods of optimal control

672 R. Chakrabarti and H. Rabitz

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
0
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



began to be applied to molecular systems (thanks to remarkable advances in laser pulse
shaping technology) it rapidly became clear that quantum control was not an ill-fated

concept, but rather, that controlling quantum systems was surprisingly easy. In the

laboratory, this conclusion was particularly apparent in the case of so-called adaptive

learning control of quantum dynamics, wherein learning (i.e., typically genetic)
algorithms are applied to search the space of laser control parameters for the

maximization of the expectation value of a quantum observable. This search space is

high-dimensional, normally suggesting that it should be replete with local optima and
other unfavourable features that would trap unsophisticated search algorithms,

especially in the presence of environmental decoherence. The repeated successes of

quantum optimal control experiments and simulations indicated that the so-called

‘curse of dimensionality’, common in the theory of optimization in high-dimensional
spaces, was not prohibitive here.

This attractive circumstance for quantum control rests on the mathematical

underpinnings of quantum theory being surprisingly simple, owing to the linearity of

quantum mechanics and the unitarity of the accompanying transformations. Although
quantum systems can be highly sensitive to environmental perturbations, the rules

governing their dynamics are in many ways simpler than those governing classical

dynamics. Furthermore, the presence of an environment, rather than being an

impediment, may under the right conditions aid the control process. Recent work has
aimed to understand the precise mathematical properties of quantum mechanics are

responsible for the surprising simplicity with which quantum phenomena can be

controlled. Analytical, numerical and experimental treatments of the problem have
been explored. In order to enable the systematic study of these features, the notion of a

quantum control landscape, defined as the map between the space of time-

dependent controls and associated values of the objective functional, was introduced

(figures 1 and 2).
From an analytical perspective, it was recently found that for several classes of low-

dimensional problems, it is possible to exactly solve for quantum optimal controls,

without any need for numerical search. By contrast, for the analogous classical

problems, analytical solutions do not exist. Of course, analytical solutions are still only
possible for special small systems; however, beyond this, it has become clear that the

numerical or experimental search for optimal controls is often easier for quantum

systems than for classical systems. In this regard, the topology of the search space is of

fundamental importance. Evidence suggests that the landscapes for both observable
maximization and control of dynamical transformations have simpler topological

properties for quantum versus classical systems, contributing to rapid convergence of

numerical or experimental searches for effective controls. Moreover, besides the
simplicity of locating quantum controls, it has been observed that the controls

themselves have remarkably simple functional properties, in some cases enabling a

direct interpretation of the mechanisms involved in steering about the dynamics.
The ease of locating optimal quantum controls, and the comparatively simple

structure of these controls, have pervasive implications for a wide range of quantum
technologies. The study of quantum control landscapes is motivated by the practical

goals of achieving higher objective function yields and designing control fields with

desired properties, but in order to attain these goals, it is necessary to embrace the
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mathematical framework that underlies the remarkable properties of these landscapes.

The origin of these counterintuitive properties, and their differences with respect to

classical control, constitute the primary subject of this review.
The review is organized as follows. In section 2, we examine the topology of solution

sets to quantum observable and unitary transformation control problems. Section 3

reviews the analytical solutions obtained for low-dimensional quantum control

problems. In section 4, we consider numerical studies of the solution sets to higher

dimensional quantum control problems without analytical solution, focusing on the

degeneracy in the set of controls that reach the same objective. Then, section 5 reviews

experimental work that has probed the structure of these level sets of multiple solutions,

as well as the topology of quantum control landscapes. Section 6 examines how the

controllability of quantum systems, compared to that of classical systems, impacts

control landscape properties, in particular with respect to search efficiency. In sections 7

and 8, we review approaches to the quantification of quantum control search effort

Figure 1. [Colour online] A control landscape is defined as the map between the time-dependent control
Hamiltonian and associated values of the control cost functional. The entry point into their study is (a) the
controllability of the quantum system, which allows search algorithms to freely traverse the landscape.
Quantum control landscape features can be conveniently subdivided into those pertaining to (b) critical
topology, i.e., the maxima, minima and saddle points of the landscape, and (c) landscape geometry, namely
the characteristic local structures encountered while climbing toward the global optimum. Study of the
geometry of quantum control landscapes reveals (d) the existence of multiple control solutions corresponding
to any given objective function value. The topology and geometry of quantum control landscapes together
determine (e) the search complexity of the control problems, i.e., the scaling of the effort required to locate
optimal controls. An ultimate goal in the study of quantum control landscapes is the design of global search
algorithms that attain lower bounds on this search complexity. Such algorithms may be applied to either of
the two major classes of quantum system manipulation problems, (f) control of quantum observables and (g)
control of quantum dynamical transformations (i.e., unitary propagators). An overarching conclusion
pertaining to both these types of landscapes is that they contain no suboptimal traps, which has broad-scale
implications for both the experimental and computational feasibility of quantum control.
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complexity and the design of global search algorithms that aim to attain lower bounds
on complexity scaling. In section 9, we consider the effects of quantum decoherence on
the structure of quantum control landscapes derived in previous sections. Finally, in
section 10, we draw conclusions and discuss future directions.

2. Hamiltonian-independent properties of solution sets to quantum control problems

The most fundamental property of landscapes of solution sets to variational problems is
their critical topology, i.e., the number of solutions, their associated functional values,
and their optimality status (figure 1). In the context of optimal control theory, these
critical points correspond to (possibly suboptimal) solutions of the optimal control
problem, including both global and local minimizers of the objective functional.

An early work [1] explicitly explored the multiplicity of solutions to quantum optimal
control problems aimed at the maximization of the expectation value of an observable
operator at a final dynamical time T. Through the application of a perturbation theory
approach to the nonlinear variational equation, it was shown that in general, a
denumerably infinite number of solutions (control fields) exist to such quantum
control problems. Moreover, multiple unitary propagators U(T) are typically associated
with the various possible local and global optima of the objective. Recent work,
discussed throughout this review, has aimed to identify how the infinite number of
solutions to quantum optimal control problems are distributed among the global and

Figure 2. In the most common case of state-to-state population transfer, there are no local optima and the
global maximum is a continuous manifold, depicted in the picture as the solid curve. Level sets (b) of the
control landscape correspond to control fields that produce the same objective function value at the final
dynamical time T (shown as a dotted line).
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local optima of the control landscape. The optimality status of these solutions plays an

important role in determining the performance of local search algorithms as they

traverse the landscape. A remarkable feature of quantum optimal control landscapes is

that these properties can all be determined analytically for many problems of interest,

whereas for general variational problems outside of quantum control, such information

is exceedingly difficult to acquire. Moreover, many of these properties are independent

of the Hamiltonian of the quantum system.
In this section we review work aimed at characterizing the critical topologies of

quantum optimal control problems. In the absence of additional information, it is

natural to expect that the control landscape will possess multiple local maxima and

minima that are capable of trapping the search for optimal controls at suboptimal values

of the objective. We will show that in stark contrast to this generically expected situation,

the critical topologies of quantum optimal control landscapes are surprisingly simple. In

what follows we consider a controllable (see Appendix A.6 for a review of the definition

of controllability) quantum system ofN discrete levels whose dynamics are driven by the

Hamiltonian H¼H [H0, {"k}], depending on a free Hamiltonian H0 describing the

uncontrolled evolution of the system and an appropriate set {"k} of control variables

(e.g., phases and amplitudes in an optimal control experiment (OCE) pulse shaper).
A generic quantum optimal control cost functional can be written:

J ¼ �ðUðT Þ,T Þ �Re Tr

Z T

0

@UðtÞ

@t
þ

i

�h
HðtÞUðtÞ

� �
�ðtÞ

� �
dt

� �
� �

Z T

0

f 0ð"ðtÞÞdt ð1Þ

where �(t) is a Lagrange multiplier operator constraining the quantum system dynamics

to obey the Schrödinger equation, "(t) is the time-dependent control field, and � weights
the importance of an auxiliary physically motivated penalty term on the field. This

latter penalty decreases the degeneracy of solutions to the optimal control problem; a

common choice for f 0 in simulations is 1/s(t)j"(t)j2, where s(t) is the pulse envelope,

corresponding to a penalty on the total field fluence. Other, even more general cost

functions can easily be generated with alternative choices for f 0 as well as additional

terms involving the evolving quantum state.
The two most common types of quantum optimal control problems are the

maximization of the expectation value of a Hermitian observable and the maximization

of the fidelity of a quantum unitary transformation. Optimizing the expectation value

of a Hermitian observable operator describes a broad variety of problems in quantum

control, such as performing selective chemical fragmentation and rearrangement [2, 3],

redirecting energy transfer in biomolecules [4], creating ultra-fast optical switches and

tailoring high harmonic generation [5]. This problem corresponds to the following

choice of �:

�1ðUÞ ¼ Tr½UðTÞ�ð0ÞUyðT Þ��, ð2Þ

where �(0) is the initial density matrix of the system, � is an arbitrary observable

operator, and T is the final dynamical time.
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The optimal control of quantum unitary transformations has recently received

increasing attention due to its applications to the field of quantum information

processing (QIP). Over the past several years, it has become clear that the physical

implementation of logical gates in QIP, which are represented by unitary propagators,

may be facilitated by optimal control theory (OCT) [6–9]. However, as we will see

below, the optimal control of unitary transformations also has applications to

population transfer in atoms and molecules. Within OCT, the problem of maximizing

the fidelity of a dynamical transformation W can be framed using [6]:

�2ðUÞ ¼
X
i, j

Wij �UijðT Þ
�� ��2 ð3Þ

¼ 2N� 2ReTr½WyUðT Þ� ð4Þ

where W is the target unitary transformation.
Solutions to these optimal control problems correspond to the condition �J/�"(t)¼ 0.

In this section, we assume �¼ 0, and show that under this assumption many properties

of the critical points of the functionals �1 and �2 can be characterized analytically. An

infinitesimal functional change in the Hamiltonian �H(t) produces an infinitesimal

change in the dynamical propagator U(t, 0) as follows:

�Uðt, 0Þ ¼
i

�h

Z t

0

Uðt, t0Þ�Hðt0ÞUðt0, 0Þdt0: ð5Þ

It can be shown that for the objective functions �1 and �2 the respective changes in �

are ��1¼�Tr[[�(T), �(0)]Uy(T, 0)�U(T, 0)], where �(T)¼U(T)�Uy(T), and

��2¼Tr[(WyU�UyW)Uy(T, 0)�U(T, 0)]. In the special case of the electric dipole

approximation, the Hamiltonian has the form H(t)¼H0�� � "(t), where H0 is the

internal Hamiltonian of the system and � is the electric dipole operator. Then

�HðtÞ ¼ r"HðtÞ � �"ðtÞ, UyðT, 0Þ�UðT, 0Þ ¼ � i
�h

R T
0 Uyðt, 0Þr"HðtÞUðt, 0Þ � �"ðtÞdt, and the

gradients of the control objective functionals can be written:

��1

�"ðtÞ
¼ Trð½�ðT Þ, �ð0Þ�BðtÞÞ, ð6Þ

and

��2

�"ðtÞ
¼ TrððWyU�UyWÞBðtÞÞ, ð7Þ

where

BðtÞ �
i

�h
Uyðt, 0Þr"HðtÞUðt, 0Þ, ð8Þ
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and we have adopted the shorthand notation U�U(T). Within the dipole
approximation

BðtÞ ¼ �
i

�h
Uyðt, 0Þ�Uðt, 0Þ: ð9Þ

The variational problems of optimal control theory admit two types of minimizersy
according to the chain rule,

�J

�"ðtÞ
¼

dJ

dU
:
�U

�"ðtÞ
: ð10Þ

The first type of minimizer corresponds to those control Hamiltonians that are critical
points of the control objective functional, but are not critical points of the map between
control fields and associated dynamical propagators (i.e., points at which dJ/dU¼ 0,
while the Frechet derivative mapping from the control variation �"(t) to �U(T) at t¼T
is surjective). The second type corresponds to critical points of the latter map (i.e.,
points at which the mapping from �"(t) to �U(T) is not locally surjective) [10]. In this
section, we consider the first type of critical point, which are referred to as kinematic
critical points or normal extremal controls. The second type, which are called abnormal
extremal controls, are comparatively rare in quantum control problems, and we defer
their study to section 7.

The class of normal extremal controls is Hamiltonian-independent and captures
the most universal topological features of general quantum control landscapes. Because
the map "(t)! U(T) is locally surjective at these points, each of the matrix elements Upq

must be uniquely addressable by the control field "(t) for all p and q values in keeping with
U being unitary, i.e., the set of N2 functions �Upq/�"(t) should be linearly independent.
Hence, the critical condition for normal extremal controls is equivalent to dJ/dU¼ 0 for
arbitrary �U/�"(t). Moreover, it can be shown (see Appendix A.1.1) that the optimality
status (i.e., minimum, maximum or saddle point) of a critical control field "(t) will be
equivalent to that of the resulting propagatorU(T) on the unitary groupU(N). The local
surjectivity of "(t) ! U(T) has important connections to the controllability of the
quantum system, discussed in. In what follows, we provide expressions for the gradient
and Hessian of the above objective functions on both the domain of control fields and
unitary propagators, and use these results to characterize their critical topologies.

2.1. Observable maximization

In 1937, John von Neumann first addressed the critical topology of a problem that has
direct implications for optimizing quantum observables [11, 12]. Although it is unclear

yIn mechanics, the Lagrangian functional that determines the equations of motion is uniquely determined by
symmetries of the system. However, in optimal control theory, the objective functional, which determines the
control law, is chosen by the controller. This distinction lends an additional component to the study of the
topology of optimal control problems, namely the topology of the map between dynamical propagators and
associated values of the chosen objective function.
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whether von Neumann anticipated the applications of his work to quantum control,

this paper may be considered the first work in the theory of quantum optimal control

landscapes. This work was recently extended by several authors [13, 14].
Within the electric dipole approximation, the gradient (4) can be explicitly

written [15]:

��1

�"ðtÞ
¼ �

i

�h
Tr½½�ðT Þ, �ð0Þ��ðtÞ�

¼
i

�h

X
i

�ð0Þhi �ðT Þ�ðtÞ � �ðtÞ�ðT Þ
�� ��ii

¼
i

�h

Xn
i¼1

pi
XN
j¼1

hi �ðT Þ
�� ��jih j �ðtÞ�� ��ii � hi �ðtÞ�� ��jih j �ðT Þ

�� ��ii� 	
ð11Þ

where the initial density matrix is given as �ð0Þ ¼
P

n
i¼1pi iihij j, p1 > � � � > pn > 0,P

n
i¼1pi ¼ 1, and �(t) � Uy(t)�U(t). The local surjectivity of "(t) ! U(T) at normal

extremal controls implies that the N2 functions of time hi �ðtÞ
�� ��ji are linearly

independent. As discussed above, under this assumption the critical condition is

equivalent to that on the domain of unitary propagators, d�1/dU¼ 0. Because the

gradient ��1/�"(t) depends on the eigenvalue spectra of �(0) and �, it is convenient to

simplify the analysis by investigating the critical topology on the domain U(N).

Expanding the argument of the objective function by U ! U exp(iAs), where s

parametrizes an arbitrary curve in the Lie algebra of U(N) in the direction A, the critical

condition d�1/dU¼ 0 can be expressed as

d�1

ds
¼ iTr A Uy�U, �ð0Þ

� 	
 �
¼ 0: ð12Þ

The maximal subset of U(N) which satisfies this condition is composed of the matrices

of the form

Ûl ¼ QPlR
y ð13Þ

where Pl, l¼ 1, . . . ,N! is an N-fold permutation matrix whose nonzero entries are

complex numbers ei�1 , . . . , ei�N of unit modulus, and �(0)¼Qy"Q and �¼Ry�R. "1,
"2, . . . , "N and �1, �2, . . . , �N are the eigenvalues of �(0) and � with associated

unitary diagonalization transformations Q and R, respectively. The critical set

is the union of N-tori
S

l T
N
l with each torus corresponding to a distinct

permutation Pl.
The number of critical submanifolds corresponding to suboptimal landscape values

scales factorially with system dimension for fully nondegenerate �(0) and �. If �(0) and
� have arbitrary numbers of degeneracies D1, . . . ,Dm, and E1, . . . ,En, respectively, it

can be shown [16] that the critical submanifold dimension on the domain U(N) for a
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particular critical manifold Mk is

dðMkÞ ¼
Xm
s¼1

D2
s þ

Xn
t¼1

E2
t �

Xr
l¼1

o2l : ð14Þ

where the ol’s are the overlap numbers (numbers of overlapping elements) between the

degenerate blocks D1, . . . ,Dm and E1, . . . ,En, for the permutation matrix corresponding

to that manifold. These degeneracies cause neighbouring submanifolds to merge, and

give rise to subspaces that are invariant to eigenvalue permutations. If �(0) or � is a

pure state projector, the number of critical manifolds scales linearly with Hilbert space

dimension N [17]. In the limiting case where both �(0) and � are pure state projectors,

� at the extrema only has the values zero and unity, corresponding respectively to no

control or perfect control (i.e., the landscape is convex).
In the electric dipole approximation, the Hessian of the objective function can be

written

H"ðt, t0Þ ¼ �
1

�h2
Tr ½�ðT Þ,�ðtÞ�,�ðt0Þ½ ��ð0Þð Þ ð15Þ

The Hessian quadratic form (HQF), defined as

h! Hj j!i ¼

Z T

0

Z T

0

!ðtÞ
�2�1

�"ðtÞ�"ðt0Þ
!ðt0Þdt dt0 ð16Þ

where !(t) is an arbitrary real function, is a polynomial representation of the Hessian

that facilitates the identification of increasing, null and decreasing directions at each

critical point. The explicit representation of the HQF for the general case of

nondegenerate � and � is complicated and is reviewed in Appendix A.1.2. Based on

this representation, it can be shown that all of the suboptimal critical submanifolds

corresponding to � values less than the global maximum are saddle regions, and thus

will not act as traps for optimal control searches.
As we will show in section 3 below, the dimension of the global optimum on U(N)

is useful for exploring the degeneracy of solutions to quantum observable control

problems. This number ranges from N, for fully nondegenerate �(0) and �, to N2
�

(2N� 2), when �(0) and � are both pure state projectors. In the former case, the

number of decreasing directions at the global maximum is the greatest (N2
�N),

whereas in the latter case it is the smallest (2N� 2). Note that the landscape

mapping analysis in Appendix A.1.1 indicates that the number of positive and

negative principal axis directions of the Hessian matrix will be preserved upon

passage from the domain U(N) to the domain "(t), with the remainder of the

directions on "(t) being flat. A recent numerical analysis [18] confirmed these

predictions, by considering the problem of optimizing the expectation value of a

pure state projector over a N¼ 4 quantum system, initialized in a pure state, with
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the goal of j0i ! j3i population transfer. In this case, the Hessian can be expanded

on a basis of 2N� 2 linearly independent functions �l, as

Hk0k ¼
@2�1

@�k0@�k
ð17Þ

¼

Z T

0

Z T

0

d tdt0
�"ðt0Þ

@�k0

�2�1

�"ðt0Þ�"ðtÞ

@"ðtÞ

@�k
ð18Þ

¼ �
X2N�2
l¼1

�lðk
0Þ�ðkÞ, ð19Þ

where � is a vector of appropriate control parameters. Diagonalization of the

Hessian evaluated at the landscape maximum revealed 10¼ 42� 2� 4þ 2 zero-valued

eigenvalues, as expected (figure 3). Importantly, when the dipole coupling strengths

were reduced to negligible values for all but two of the levels, the number of zero-

value Hessian eigenvalues dropped to 2¼ 22� 2� 2þ 2, revealing the reduction of

the four-level to a quasi-two-level system. Thus, the robustness of observable

maximization control solutions depends not only on the actual Hilbert space

dimension, but also on the effective number of states that are accessible to the

dynamics.
A related work recently studied the critical topology of observable maximization on

the domain SU(N) (instead of U(N)) [19]. It was shown that the set of maxima

decomposes into two connected components, and an explicit description of both

components was derived. Separately, Glaser et al. [20] examined the topology of

observable maximization for non-Hermitian observables, such as those operators that

arise in quadrature detection. These works, as well as others [8, 9], were concerned with

Figure 3. The dominant eigenvalues of the Hessian matrix for state-to-state population transfer in a simple
four level system. Only the last 20 eigenvalues are shown, and the remaining ones are essentially zero. For this
system with dimension N¼ 4, it is evident that the 2N� 2 rule is satisfied with six nonzero eigenvalues being
present. (From [18].)
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the problem of identifying optimal controls for quantum observables in two steps: first,

solving numerically for the set of unitary matrices U that maximize the expectation

value Tr(U�(0)Uy�) of the observable �, and then, finding a control field "(t) that

produces the quantum gate U at time t¼T. We discuss analytical solutions to the latter

problem in section 3.

2.2. Quantum gate control

In the electric dipole approximation, the critical point condition corresponding to the

gradient (5) can be explicitly written [21, 22]

��2ðUÞ

�"ðtÞ
¼ �

i

�h

X
i

X
j

ðWyU�UyWÞij j
� ���ðtÞ ij i ¼ 0: ð20Þ

The critical topology of the gate fidelity cost function on U(N) was first studied by

Frankel [23]. Assuming local surjectivity of "(t) ! U(T), a necessary and sufficient

condition for the critical points is WyU¼UyW or

ðWyUÞ2 ¼ I: ð21Þ

The solutions to this equation are the roots of I, i.e.,

WyU ¼ diagð�1, . . . , �n, �i ¼ ð�1Þ
ni Þ, ni ¼ 0, 1:

These solutions fall into equivalence classes indexed by the number of eigenvalues �i¼ 1.

Thus, there are a total of Nþ 1 critical manifolds, taking on � values of 0, 4, . . . , 4N.

The number of suboptimal critical regions hence grows only linearly with respect

to the system Hilbert space dimension N, a slower scaling than that of the

landscape for observable maximization when both � and � are nondegenerate full

rank matrices.
The Hessian at the critical points is

Hðt, t0Þ ¼
1

�h2
TrfWyUð�ðtÞ�ðt0Þ þ �ðt0Þ�ðtÞÞg ð22Þ

which can be expanded as [22]

Hðt, t0Þ ¼
2

�h2

X
i

ð�1Þ ih j�ðtÞ ij i ih j�ðt0Þ ij i þ
2

�h2

X
i

X
j>i

½ð�1Þni þ ð�1Þnj �

� Re ih j�ðtÞ j
�� 
 �
�Re ih j�ðt0Þ j

�� 
 �
þ Im ih j�ðtÞ j

�� 
 �
� Im ih j�ðt0Þ j

�� 
 �� 	
ð23Þ
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The number of positive, negative and null directions at the critical points can be
determined by simple inspection of the Hessian quadratic form. The expression for the

HQF is

h! Hj j!i ¼
2

�h2

X
i

ð�1Þni
Z T

0

ih j�ðtÞ ij i!ðtÞdt

� �2

þ
2

�h2

X
i

X
j>i

½ð�1Þni þ ð�1Þnj �

�

Z T

0

Reð ih j�ðtÞ j
�� Þ!ðtÞdt� �2

þ Imð ih j�ðtÞ j
�� !ðtÞdtÞ2

" #
ð24Þ

At the suboptimal critical points, there are N�m even and m odd integers ni. It can be

shown that the number of positive and negative Hessian eigenvalues equals the number

of odd and even ni, respectively, and that the remaining eigenvalues are zero [21]. The

numbers of positive and negative directions at a critical point m are thus

hþ ¼ m2; h� ¼ ðN�mÞ2, ð25Þ

whereas all the remaining principal axis directions are flat. In particular, all the local

suboptima are saddle manifolds, and we see again that there are no local traps in the

quantum control landscape. In contrast to the multiplicity of unitary matrices that solve
the observable maximization problem, the kinematic critical regions of the landscape

corresponding to global optima are isolated unitary matrices [21], although an infinite

number of controls may steer the system to those matrices.

2.3. Continuous variable quantum control

The kinematic landscape critical topology for controlling continuous variable quantum

dynamical transformations for systems with quadratic Hamiltonians was recently

studied [24]. These systems are relevant for the implementation of continuous variable
quantum information processing [25]. Continuous variable transformations can be

realized by harmonic oscillators, molecular rotors, or coupled modes of the

electromagnetic field. Dynamical transformations for such systems can be represented

by symplectic propagators (Appendix A.8).
The critical topology of such landscapes offer insight into the differences between

control landscapes for discrete and continuous quantum systems. Since the (quantum)
symplectic gate U is a faithful unitary representation of a symplectic matrix S, it is

reasonable to define the gate fidelity analogously to that for discrete gates as

J ½"ðtÞ� ¼ TrðS�WÞTðS�WÞ þ ðs� wÞTðs� wÞ, Ss 2 ISpð2N,RÞ, ð26Þ

where s and w denote phase space displacements. Importantly, the symmetries of this

objective functional again permit an analytical characterization of the critical topology,

although this topology is more complex than that of the control landscapes for discrete
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quantum systems. If we write the singular value decomposition of W as W¼UEV, the

critical submanifolds can be expressed as [24]:

S � ¼ RTDR, R 2 StabðEÞ, ð27Þ

where R is an arbitrary orthogonal symplectic matrix in the stabilizer of E in

OSpð2N,RÞ:
StabðEÞ ¼ fR 2 OSpð2N,RÞ RTER ¼ E

�� g ð28Þ

¼ OSpð2n0Þ �Oðn1Þ � � � � �OðnsÞ: ð29Þ

The characteristic matrix D consists of different operations on the separate modes

represented by diagonal blocks of three different types, depending on the singular

values of the target gate W. In particular, D, and hence the critical topology, differs

depending on the degeneracy of the singular values. Again, all suboptimal critical points

are found to be saddle manifolds, indicating that the control landscape for these

infinite-dimensional quantum gates is devoid of local traps.
Although this landscape is devoid of traps, it can be shown [26] that the lower

symmetry of the continuous variable fidelity function, compared to that of the discrete

quantum fidelity function, can result in a more rapid scaling of the number of critical

manifolds. Moreover, the critical topology is dependent on the target gate (figure 4).
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Figure 4. The scaling of the numbers of critical submanifolds for discrete quantum (unitary) and continuous
quantum (symplectic) gate control landscapes with system size [24]. Degenerate/nondegenerate refer to the
singular values of the symplectic matrix representing the continuous quantum propagator. Landscapes for the
control of discrete quantum propagators all have identical critical topologies, whereas those for continuous
quantum propagators are target-dependent. See the text for definitions of quantum gate terminology.
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The dynamical transformations of classical systems with quadratic Hamiltonians can
also be represented by symplectic propagators. However, unlike quantum observables,
classical observables may be expressed as arbitrary smooth functions on phase space
(and hence the space of symplectic propagators); thus, unlike quantum control
landscapes, classical observable control landscapes have no universally characterizable
critical topology, either for quadratic or more general classes of Hamiltonians.

For each of the control landscapes discussed above, an important issue is the size of
the attracting regions of these critical manifolds and the behaviour of the gradient flows
of the objective function around them. Unlike the critical topology, these gradient flows

(which represent a geometric property of the landscape) are Hamiltonian-dependent,
and we will revisit them, including their connection to topology, in section 7.

Although the above analytical results were derived under the assumption that the
fluence penalty coefficient �¼ 0, they remain valid in many cases in the presence of a
significant cost on the field fluence. In particular, in the case of observable
maximization where �(0) and � are pure state projectors, it was shown for the model
system described in section 2.1 [18] that the Hessian retains 2N� 2 nonzero eigenvalues
in the presence of substantial fluence costs. In the next section, we discuss how the
imposition of such constraints facilitates the identification of analytical solutions for

certain (low-dimensional) observable and gate control problems in quantum mechanics.

3. Analytical features of quantum control landscape geometry

3.1. The role of analysis in exploring control landscape geometry

The previous sections showed that the critical point topology of the most common
quantum optimal control problems can be established analytically, and display
properties favourable for optimal search. In this section, we show that analytical
statements can also be made regarding the geometry of quantum control landscapes.
The geometry of a control landscape can be broken down into two components:
(1) the relationship among controls producing the same objective function value

(level sets), and (2) the search trajectory followed in locating the optimal objective
function value.

The geometry of quantum control landscapes is Hamiltonian-dependent. The
universal monotonicity of quantum control landscapes ensures the convergence of
local algorithms, but does not provide a direct measure of the search effort involved in
finding optimal solutions. A further reduction in the search effort involved in locating
optimal controls could be aided by analytical landscape geometry. Although these
analytical results may not fully identify the solution set to an optimal control problem,
they may nonetheless restrict its structure.

In the case that no constraints are placed directly on the controls or on the time
required for reaching the objective, an infinite number of solutions exist to quantum
control problems. As such, analytical results pertaining to the geometry of the

landscape are restricted to statements regarding generic features of the controls. When
constraints or auxiliary costs are imposed in the objective function, it is possible in the
case of many low-dimensional problems to explicitly solve for the optimal controls. In
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these cases, multiple solutions may still exist, but they are distributed among distinct

unitary propagators.
Studying analytical solutions to quantum control problems provides insight into the

geometry of control landscapes in several ways. First, there can exist quantum

symmetries that reduce the dimensionality of the domain of control fields "(t) over

which the control search must be carried out. From either a computational or

experimental perspective, this means that simpler parametrizations of the control fields

can be used in optimizations, thereby reducing search effort.
Second, several important low-dimensional quantum optimal control problems are

analytically soluble (integrable) once auxiliary constraints are imposed on the objective

function. In particular, the problem of realizing a quantum unitary transformation in

minimal time or with minimal fluence can be solved for Hilbert spaces of several

different dimensions. As shown in section 2, a continuous submanifold of unitary

matrices is associated with the maximization of any observable expectation value.

The set of points on this submanifold can be identified (either analytically or

numerically) at minimal cost. Therefore, a submanifold of the set of all solutions (one

corresponding to each unitary matrix) to any observable control problem for such

systems can be obtained through a combination of analytical and numerical methods

with substantially reduced search effort, due to the existence of analytical solutions to

gate control problems [8, 9]. This submanifold consists of all solutions that minimize the

auxiliary cost (e.g., field fluence). Thus, analytical solutions to gate control problems

provide a means of further delineating the level set geometry of observable control

landscapes.
For these reasons, we review in this section analytical results pertaining to the

solution of quantum control problems. We discuss (1) analytical results pertaining to

control mechanisms in arbitrary Hilbert space dimension; (2) the integrability of low

dimensional problems (which in some cases relies on (1); and (3) the reasons that

integrability breaks down in higher dimensions, whereas mechanistic simplicity is

retained.
The basic theorem of optimal control theory used for solving problems of this type is

the Pontryagin maximum principle, reviewed in Appendix A.2. Consider the control

problem of minimizing a cost associated with steering the system

_x ¼ fðx, "Þ, x 2 R
n, " 2 � � Rk ð30Þ

from some initial state x(0)¼ x0 to some final state x1. For quantum gate and state

control, we are dealing with the right-invariant control systems

_U ¼ fðU, "Þ ¼ �
i

�h
½Hd þ �"ðtÞ�U and _ ¼ fð , "Þ ¼ �

i

�h
½Hd þ �"ðtÞ� , ð31Þ

respectively (see Appendix A.6 for a definition of right-invariance). Note that these

equations can be generalized to the case of m-independent controls, which could take

the form of, e.g., components of the time-dependent electromagnetic field coupled to

independent Pauli spin operators in an NMR control experiment. When analytically
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solving for optimal controls satisfying Pontryagin’s maximum principle (PMP), the
maximization of the function � in equation (1) is often imposed as a fixed constraint in
addition to the Schrödinger equation, and the ‘cost’ to be minimized takes the form of
the last term in this equation. Such problems are framed most conveniently in
Hamiltonian form. If we denote the cost as

R T
0 f 0ðx, "Þdt, then the PMP-Hamiltonian

function is defined as:

hðx, �, "Þ ¼ h�, fðx, "Þi þ �0 f
0ðx, "Þ ð32Þ

where the first term on the RHS is either a matrix or vector inner product, depending on
whether the problem is defined on the space of state vectors or dynamical propagators,
and the � play the role of PMP-conjugate momenta (Appendix A.2). The PMP-
Hamiltonian function takes on the following form for gate and state control,
respectively:

hðM, �0, uÞ � Tr M Uy0ðtÞðHd þ �"ðtÞÞU0ðtÞ
� �h i

þ �0 f
0ðtÞ ð33Þ

hðP, �0, uÞ � hP, ðHd þ �"ðtÞÞ ðtÞi þ �0 f
0ðtÞ ð34Þ

where M is the conjugate PMP-momentum for gate control, P is the conjugate PMP-
momentum for state control, and where we have considered only the case of pure state
population transfer in the latter case, for simplicity. The Pontryagin maximum principle
(Appendix A.2) then specifies the PMP-Hamiltonian equations of ‘motion’ for the
control system; the solutions to these equations of motion correspond to the solutions
to the control problem, i.e., trajectory/control couples (x(t), "(t)).

The auxiliary cost
R T
0 f 0dt can take on several canonical forms. The most common

are (assuming m independent controls): (1) The field fluence for fixed transfer time T,
E ¼

R T
0

Pm
i¼1 "

2
i dt, and (2) The total transfer time, with fluences either unconstrained or

subject to the constraint
R T
0

Pm
i¼1 "

2
i � C, with C an arbitrary positive constant, on the

field amplitudes. Note that in the case of (2), the final time in �(T) can be taken to be a
variable rather than a fixed parameter. An important distinguishing feature between
solutions corresponding to these different auxiliary costs is the time-dependent structure
of the corresponding optimal control fields. When controls are bounded, the optimal
fields are typically resonant with the system transition frequencies, as discussed further
below. By contrast, when controls are unbounded, the optimal fields are often singular
(i.e., short sequences of hard pulses) [8].

Since landscape geometry is Hamiltonian-dependent, it is important to specify the
class of Hamiltonians when studying analytical solutions. We restrict the analysis
primarily to state and gate control problems defined on the special unitary group
SU(N). Consider the following right-invariant control system on U(N) with m controls:

_UðtÞ ¼ �
i

�h
Hd þ

Xm
i¼1

�i"iðtÞ

" #
UðtÞ ð35Þ
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The matrices Hd, �i, i¼ 1, . . . ,m are skew-Hermitian matrices. If we write
�Hd ¼ DHd

þHd and ��i ¼ D�k
þ �k, i ¼ 1, . . . ,m, with

DHd
¼ diag

1

2
Trð �HdÞ,

1

2
Trð �HdÞ

� �
, D�i

¼ diag
1

2
Trð ��kÞ,

1

2
Trð ��iÞ

� �
, i ¼ 1, . . . ,m,

ð36Þ

the matrices DHd
,D�i

give a pure phase contribution to the solution. These terms do not
contribute to the relative phases of the components of the state vector and therefore can
be neglected since states that differ only by a phase are physically indistinguishable.

Thus, we consider the physically equivalent problem on the domain of traceless skew-
Hermitian matrices, the Lie group SU(N).

Just as analytical solutions to the Schrödinger equation exist only for the simplest
quantum systems, formal analytical solutions to the PMP for quantum control

problems involving arbitrary Hamiltonians are very scarce. However, for certain classes
of Hamiltonians, or under certain physically reasonable approximations, control

problems of real practical interest may be integrable. In what follows, we assume that
the rotating wave approximation (RWA), reviewed in Appendix A.3, holds for the
dynamics under consideration. It is important to note that this latter condition is often

not satisfied, necessitating the use of numerical methods to solve the most general class
of control problems (section 4). However, in several of the most commonly encountered
quantum control problems, the RWA does hold to a reasonable approximation.

The methods of geometric control theory and sub-Riemannian geometry [8, 27]

provide a means of obtaining, in certain specific cases, analytical solutions for the
optimal control fields reaching a given objective. Although geometric control theory

was originally developed in the context of classical control, it has recently been
shown that the Pontryagin maximum principle in a geometric framework can be
used to obtain analytical solutions for optimal control fields for such low-

dimensional quantum control problems. We examine these specific solutions after
briefly reviewing analytical results pertaining to the control mechanisms for fluence-
minimizing state controls.

3.2. Analytical solutions to state control problems

For discrete quantum control problems, the existence of symmetries on the Hilbert
space of states often allows a significant reduction in the dimensionality of the
problem and the parameterization of the controls. This feature extends beyond the

limited subset of low-dimensional problems with analytical solution to discrete
quantum control problems in arbitrarily high dimensions. Let VðtÞ ¼

Pm
i¼1 "iðtÞ�i

denote the total time dependent control Hamiltonian. A problem of particular

interest for chemical applications is where control laser fields couple only
neighbouring energy levels of the system, i.e., Vj,k¼Vk,j¼ 0 if j 6¼ k	 1. This is a

common scenario in strong field control experiments. The optimal controls for these
problems are often in resonance with the transition frequencies of the uncontrolled
system. It can be shown that for auxiliary cost 1 above (i.e., fluence minimization)

with Hamiltonians of this form, the controls will always satisfy a more general
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condition of ‘weak’ resonance. In either case, the search space of the problem is then

reduced from the Hilbert sphere S2N�1 to SN.

Definition 1: (Resonance, weak resonance of optimal controls) A control Vj,k(t) is said

to be resonant with respect to the uncontrolled system with state function  if it has the

following form:

Vj, kðtÞ ¼ Aj, kðtÞ expði½ðEj � EkÞtþ �=2þ �j, k�Þ ð37Þ

where Aj, kð�Þ : ½0,T� ! R,A
j, k
¼ �Ak, j,�j, k � argð jð0ÞÞ � argð kð0ÞÞ 2 ½��,��.

Physically, this means that the lasers oscillate with frequency (Ej�Ek)/2�; Aj,k

describes the field amplitudes. A control Vj,k is weakly-resonant if it is resonant in each

interval of time in which the states that it is coupling (i.e.,  j and  k) are different from

zero [28].
Let us denote these latter intervals Ij,k,l where j, k indexes the matrix elements of the

Hamiltonian and l indexes the time interval where  j,  k 6¼ 0. Then according to the

terminology above, Vj,k is weakly resonant if

Hj, kðtÞ
��I

j, k, l
¼ Aj, k, lðtÞ exp i�j, k, l

Aj, k, lð�Þ : Ij, k, l ! R, Aj, k, l ¼ �Ak, j, l: ð38Þ

The phenomenon of resonance may be viewed geometrically as originating from a

rotational symmetry in Hilbert space, under the transformation Rot	 : ð 1, . . . , nÞ !

ðei	1 1, . . . , ei	n nÞ. The two admissible curves  (�)¼ ( 1(�), . . . , n(�)) and Rot	( (�)) on
[0, T] have the same cost. In particular, any point within the set T 2 generated by the

action of any element of Rot	( (�)) on the state vector  2 can be reached at the same

cost from any point within the set T 1 , defined analogously. Let us represent the

controls as

Vl
j, kðtÞ � Vj, kðtÞjl � ðu

l
j, kðtÞ þ ivlj, kðtÞÞ expði�

l
j, kðtÞÞ, ð39Þ

decomposing them into non-resonant and resonant time-dependent parts. If  (�):
[0,T] ! S2n�1 is a minimizing trajectory between sets M 1 , M 2 , then the

transversality condition of the maximum principle (Appendix A.2) implies that

hPðtÞ,TM ðtÞi ¼ 0. We write, _ j ¼
P

kðu
l
j, kF

l
j, kð Þ þ vlj, kG

l
j, kð ÞÞ where F( ) and G( )

are vector fields subsuming the action of the resonant contribution to the (real,

imaginary) control Hamiltonians on the state vector  . It can then be shown [29]

that Gl
j, kð Þ is always tangent to a submanifold of S2n�1 whose points are reached

with the same cost, i.e., Gl
j, kð ðtÞÞ 2 TM ðtÞ, 8t.

Therefore, in the maximum principle, hPðtÞ,Gl
j, kð ðtÞÞi ¼ 0, and the maximality

condition of the maximum principle implies that vj,k(t)¼ 0. It follows that it is possible
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to join any two eigenstates  j,  k by a trajectory that is in resonance. For states that are
not eigenstates, the weak resonance condition holds.

State control and gate control for discrete quantum systems can both be framed in
terms of the identification of geodesic trajectories under suitable metrics. The existence
of a set of symmetries is important for the identification of analytical solutions to these
problems. In particular, for state control problems, the reduction in control
dimensionality following from resonance is essential for obtaining analytical solutions
in low Hilbert space dimensions.

Analytical solutions to problems of the general class described above can be obtained
for population transfer in two- and three-level quantum systems, for off-diagonal
control Hamiltonians whose Lie algebra spans the entire dynamical group. For
instance, for population transfer in three-level systems using fluence as the cost with two
controls, the PMP-Hamiltonian (13) becomes

hðP, �0, uÞ :¼ hP, ðHd þ �1"1ðtÞ þ �2"2ðtÞÞ ðtÞi þ
1

2
�0ð"

2
1ðtÞ þ "

2
2ðtÞÞ: ð40Þ

Since our primary focus here is the relationship between multiple quantum control
solutions, we relegate a summary of this problem to Appendix A.4. For our present
purpose, its most important features are that the assumption of resonant controls
permits the (sub-Riemannian) problem to be mapped from S5 to S3, and that the
resulting reduced Hamiltonian system is integrable. In four dimensions, the
corresponding state control problem resides on S7. It appears that the Hamiltonian
system given by the maximum principle is not integrable in this case, but the resonance
condition still holds, and simplifies numerical search in this and higher dimensions.

Although the the class of systems described above – where controls couple only two
neighbouring levels – is practically important, for more general systems the optimal
controls may not be resonant or weakly resonant. Control mechanisms for such systems
have been studied using numerical methods described in section 4.

3.3. Analytical solutions to gate control problems

As discussed above, quantum gate control solutions can be used to significantly reduce
the search effort required to obtain solutions to the corresponding observable control
problems. Analytical solutions have been found for gate control problems in
dimensions 2, 4 and 8 for important classes of Hamiltonians, under the assumption
of unbounded controls [8, 9]. These problems can be framed as so-called adjoint control
problems, a type of sub-Riemannian control problem where the optimal control
minimizes length on a geometric space under constraints on the possible paths. An
essential prerequisite for their analytical solution is that the Riemannian space display
certain symmetries, which in this case are endowed by the geometry of the special
unitary group.

Instead of seeking fluence minimizing controls (cost 1) we consider here the
minimization of the transfer time as the auxiliary cost (cost 2 above), with unbounded
controls. This problem is particularly important for minimizing the time required for
coherence transfer in nuclear magnetic resonance (NMR) experiments with
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radiofrequency pulses; the resultant time optimal pulses outperform those typically used

in NMR by a significant margin [8, 9]. In the previous section we focused attention on

systems whose control Hamiltonians span the entire dynamical group. Here, we

examine the more common case where the control Hamiltonians span only a subgroup

of the dynamical group; if controls are unbounded, the latter assumption is required for

a lower bound on the evolution time to exist, since unbounded controls can attain the

target in arbitrarily small time. The PMP-Hamiltonian is then

hðM, �0, uÞ ¼ Tr M Uy0ðtÞðHd þ �"ðtÞÞU0ðtÞ
� �h i

þ
1

2
�0: ð41Þ

Note (Appendix A2) that the maximum principle for time optimal control differs

slightly from that for the problem of minimal field fluence with fixed final time. In fact,

for time-optimal control problems where the controls do not span the dynamical group,

framing the problem in terms of an adjoint control system (and an associated ‘adjoint

maximum principle’) facilitates solution, as shown below.
To understand this approach, let G denote the special unitary group SU(N). Under

the assumption of full controllability of the system, the algebra s generated by the entire

control system {Hd, �1, . . . ,�m} is equal to the Lie subalgebra su(N), and the

corresponding group S is equal to G. We call the subalgebra generated by the controls

{�1, . . . ,�m} l, and the corresponding subgroup K. Since the controls are unbounded,

any element of K can be reached in arbitrarily small time. Consider the problem of

driving the evolution from U1 to U2 in the shortest possible time, and let the coset

kKU1 ¼ fKU1 k 2 Kgj . We then need to find the fastest way to move from KU1 to KU2,

since the time required to travel anywhere within a coset is negligible.
If we decompose G ¼ p
 l such that p is orthogonal to l, then p represents all

possible directions to move in G/K. All directions in this set can be generated by using

the control Hamiltonians to place the system at appropriate starting points k 2 K, from

which the drift Hamiltonian moves the system in the directions given by ky1Hdk1.

However, we cannot access all these possible directions directly. All motion in G/K is

generated by the drift Hamiltonian Hd. These directions are represented by

AdKðHdÞ ¼ fAdk1 ðHdÞ ¼ ky1Hdk1 k1j 2 Kg 2 p, ð42Þ

called the adjoint orbit ofHd under the action of the subgroup K. This form of direction

control has been defined as an adjoint control system, reviewed in Appendix A.2.
The goal is to find the shortest path between two points in G/K under the constraint

that the tangent direction must always be in the adjoint orbit (figure 5). The shortest

paths between points on a manifold subject to the constraint that the tangent to the

path always belongs to a subset of all permissible directions are called sub-Riemannian

geodesics. The problem of finding time optimal control laws then reduces to finding

sub-Riemannian geodesics in the space G/K, where the set of accessible directions is the

set AdK(� iHd). This problem can be framed in terms of an adjoint cost function,

fðPÞ ¼ Tr ¼ ð�yHPÞ, with P�y 2 p. The adjoint-PMP Hamiltonian is
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hðPðtÞ, �ðtÞ,HðtÞÞ ¼ Trð�yðtÞHðtÞPðtÞÞ. Solutions to the control problem follow from the

adjoint maximum principle (Appendix A2).
For one and two spin systems, G/K is a Riemannian symmetric space. In this case, the

decomposition

g ¼ p
 l, p ¼ l? ð43Þ

satisfies the commutation relations ½l, l� � l, ½p, l� ¼ p, ½p, p� � l. This property

implies that the tangent vectors to the path through G/K must commute, since if they

do not, a component of the path must lie within K, and hence the path cannot be time

optimal. Let h � p denote a subspace of maximally commuting directions or generators

in G/K space. Any unitary propagator UF can then be written UF¼ k2 exp(Y)k1,

where Y 2 H. According to the time-optimal torus theorem, the fastest way to reach UF

is on the shortest path between the identity and the propagator exp(Y) such that all

tangent directions commute. If we express Y as

Y ¼
Xp
t¼1

	iAdkiðHdÞ, 	i > 0, ð44Þ

U1

KU1KU2

U2

G

Figure 5. Time optimal path (dashed arrows) between elements U1 and U2 belonging to G. The long arrows
depict the fast portion of the path involving movement within coset KU and correspond to the pulse; the short
arrow depicts the slow portion of the path connecting different cosets and corresponds to evolution of the
couplings.
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it can be shown that the shortest path corresponds to the choice of 	i with the smallest
value of

Pp
i¼1 	i. For two-dimensional systems, G/K is of rank 1, so Y¼	Adk(Hd),

	>0 for some k 2 K, and the time optimal path to coset exp(Y) is to flow along
Adk(Hd) for time 	. Qualitatively, the optimal controls are pulse-drift-pulse sequences,
i.e., hard pulses followed by evolution under drift and then some hard pulses again. For
four-dimensional systems, it is necessary to pulse the controls intermittently to generate
new ks, to create a chained pulse-drift-pulse sequence.

Appendix A.4 reviews the explicit construction of the geodesic trajectories and
associated minimal times for the problems in dimensions 4 and 8, based on Pontryagin’s
maximum principle and the time-optimal torus theorem. By first numerically
determining the set of unitary propagators mapping to a particular observable
expectation value, and then applying these analytical results to identify the optimal field
producing that propagator in minimal time, we can obtain analytical insight into the
relationship among time-minimizing controls on any given level set of a quantum
observable control landscape.

In higher dimensions, G/K is no longer a Riemannian symmetric space, and it is
necessary to move back and forth in noncommuting directions to obtain the optimal
path through G/K. In these cases, the approach of representing the invariant control
system on a Lie group as an adjoint control system is still applicable, but analytic
solutions have not yet been found. Nonetheless, the application of sub-Riemannian
geometry to problems of quantum gate control is currently a topic of intense interest,
and promises to afford additional analytical insights into the geometry of quantum
control landscape level sets.

Further analytical studies on the control of unitary transformations (in two-level
quantum systems) were carried out by D’Alessandro and Dahleh [30]. These authors
studied the related problem of fluence minimizing controls driving a two-level quantum
system to a target unitary propagator at fixed final time T. In two dimensions, this
problem also has analytical solutions, for both single and multi-input control systems.
The resulting optimal controls have a more complicated temporal structure; it was
shown that the optimal fields are always Jacobi elliptic functions [30]. Thus, the fluence
minimizing solution does not have the simple singular behaviour of the unbounded
time-minimizing solutions, consistent with the phenomenon of resonance discussed in
the previous section.

4. Numerical exploration of quantum control landscape level sets

4.1. Algorithms for level set exploration

We have seen that for certain classes of low-dimensional quantum optimal control
problems, analytical solutions for the control fields exist. However, as the system
dimension increases, analytical solutions become increasingly difficult to obtain.
Moreover, we have seen that the optimal controls for these problems display
particularly simple mechanistic properties, such as resonance with the transition
frequencies of the system.

For the problems studied above, auxiliary costs were imposed on the controls, such as
minimal time or minimal fluence. In the absence of these constraints, quantum optimal
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control problems generally possess an infinite number of solutions [1]. A quantum

control level set (figure 2) consists of the collection of all fields that produce a particular

value for the target observable, regardless of the intervening temporal dynamics (i.e.,

control mechanism). A natural question concerns the relationship between these

degenerate solutions, and whether their associated control mechanisms retain the

simplicity of those for low-dimensional systems. From a practical standpoint, a high

degeneracy of solutions will enable control fields to be tailored for specialized

applications in quantum technology, through the imposition of auxiliary costs. Level set

degeneracies also improve the robustness of control solutions. There will inevitably be

physical inaccuracies in the experimental implementation (owing to the presence of

noise, decoherence) of a particular solution, and one would like the nonideal fields to

also produce dynamics that reach the objective.
Conventional algorithms for optimal control, being designed for identification of the

optima of the objective function, are not well-suited to exploring the level sets of

quantum control landscapes. For this purpose, Rothman et al. [31–33] developed a

diffeomorphic homotopy procedure for systematically exploring diverse control fields

on a landscape level set, referred to as diffeomorphic modulation under observable-

response-preserving homotopy (D-MORPH), which we summarize here. The procedure

can selectively explore the control fields on a level set that display desired properties.

For example, the algorithm allows one to numerically explore the control fields

producing the various unitary propagators on a level set with minimal fluence or in

minimal time, for control systems that are analytically intractable.
It is convenient to parametrize the field and its variation by the exploration

variable s:

"ðtÞ ) "ðs, tÞ ð45Þ

d"ðtÞ ) d"ðs, tÞ ð46Þ

where 0� s� 1. Since the goal is to explore the set of control fields that are compatible

with a given observable expectation value, the solutions "(s, t) satisfy the nonlinear

equation
FðsÞ ¼ h�ðsÞiT � CT ð47Þ

¼ h�ð½"ðs, tÞ,HdðsÞ,�ðsÞ�,T Þi � CT ¼ 0, ð48Þ

as a function of s, where CT is the desired observable expectation value.
The maintenance of in h�i over an infinitesimal step ds through the level set can be

written

d

ds
h�i ¼

Z T

0

�h�i

�"ðs, tÞ

@"ðs, tÞ

@s
dt ¼ 0: ð49Þ
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The neglected higher-order terms only become relevant near an extremum, where
�h�i=�"ðtÞ ¼ 0. The relationship in equation (49) is highly underspecified for
determining "(s, t) as s traverses a level set. As shown in Appendix A.5, the integral
equation may be expressed as an equivalent initial value problem

@"ðs, tÞ

@s
¼ SðtÞ fðs, tÞ �


ðsÞ

�ðsÞ
a0ðs, tÞ

� �
, s � 0 ð50Þ

where

a0ðs, t;TÞ ¼
@h�i

@"ðs, tÞ

¼ �
1

i�h
h 0j½U

yðT, 0Þ�UðT, 0Þ,Uyðt, 0Þ�Uðt, 0Þ� 0, ð51Þ

Here S(t) is an arbitrary weight function (e.g., it can bias the control field towards a
short pulse that approaches zero at the endpoints of the time interval),


ðsÞ ¼

Z T

0

SðtÞfðs, tÞa0ðs, tÞdt and �ðsÞ ¼

Z T

0

SðtÞa0ðs, tÞa0ðs, tÞdt:

The ability to freely choose the function f(s, t) permits exploration of the multiplicity of
solutions to the original integral equation. Regardless of the choice of f(s, t), h�ðsÞi will
remain invariant over the s� 0 trajectory.

4.2. Quantum control mechanisms and robustness

Perhaps the most compelling reason to explore quantum control level sets is the insight
they offer into control mechanisms. The ability to transform one successful control into
another, and therefore one control mechanism into another, must be considered when
seeking to establish the mechanism of any particular quantum control problem. Indeed,
before making any definitive statements about mechanisms, it is necessary to
understand the diversity of controls on a level set. How diverse can the solutions be,
given the relatively simple structure of the optimal controls for integrable problems?

In order to investigate this question, Rothman et al. [33] applied the D-MORPH
technique to an eight-level Hamiltonian with nondegenerate energy levels and with
couplings only between adjacent, next-nearest and next-next nearest states. The control
objective was state-state population transfer j1i ! j8i; level sets of both high and low
yield were explored (figure 6). In the case of a choice of f(s, t) corresponding to fluence
minimization, the control field asymptotes as s!1 towards a field of minimal fluence,
although a different asymptotic field is produced for each initial field "(0, t). By
contrast, for a fluence maximizing function f(s, t), the distance between "(0, t) and "(s, t)
increases without bound. In the latter case, the use of multiple transition pathways over
the s interval suggests that the level sets are rich with fields producing vastly different
dynamics. The observation that controls of minimal fluence often involve simpler
mechanisms is consistent with the mechanisms apparent in the fluence and
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time-minimizing analytical control solutions discussed in the previous section. In order

to assess the robustness of control fields to noise along the level set, the Hessian (6) was
evaluated at various points along the trajectory. In the case of fluence maximization, the

trace of the Hessian was not preserved, indicating varying degrees of robustness of
h�ðTÞi to noise in the control field "(s, t).

In the weak-field regime, optimal fields for control of discrete quantum systems are
typically in resonance with the transition frequencies of the system. By contrast, for

continuous quantum systems, the fields are usually not simply related to natural

Figure 6. Starting from an initial control field "(s¼ 0, t), the control fields "	(s, t) are evolved on the interval
s 2 ½0, 1� subject to the functions f	, where 	 refer to fluence maximization and minimization, respectively. (a)
Under fluence maximization the control field grows in amplitude and incorporates complex structure; under
fluence minimization the progression of fields decreases in amplitude. (b) Cross-sections of the fields in (a) are
plotted. The field at s¼ 0 is the same for both "	(s, t), but different free functions f(s, t) cause the fields to
evolve in dramatically different ways with s. (From [33].)
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resonant frequencies. Wu, Chakrabarti and Rabitz compared the mechanisms of
optimal control for discrete and continuous variable quantum gates [24]. Figure 7
depicts the optimal control fields for achievement of the SUM logic gate (a four-
dimensional symplectic matrix) for a model two-mode continuous variable system. The
resulting optimal control fields typically display complicated Fourier spectra that
suggest a richer variety of possible control mechanisms. The larger diversity of
mechanisms at work in continuous variable quantum control may have implications for
the comparative effort of locating continuous variable versus discrete quantum control,
since in the latter case the dimension of the search space cannot be reduced by requiring
that the optimal controls adopt a canonical shape.

4.3. Hamiltonian-dependence of landscape level set geometry

An important quantum control goal is to discern the distinct controls that can achieve
the same objective in each member of a set of similar quantum systems. A common
outcome might be, for example, breaking the same type of bond in a set of molecules or
creating an analogous excited state in a family of related systems. The notion of families
of reactants in chemistry can be given a rigorous meaning in terms of the similarity of
optimal control fields driving systems with related internal Hamiltonians to the same
final state.

The diffeomorphic homotopy approach described above for level set exploration can
be extended to study the relationship among controls producing the same expectation
value for homologous quantum systems [31]. Diffeomorphic changes in the system
Hamiltonian are introduced by scanning over a homotopy parameter s and then
monitoring the control field response needed to maintain the value of a specified target
observable. The time-dependent Hamiltonian is written as a function of the homotopy
parameter s as

Hðs, tÞ ¼ HdðsÞ � �ðsÞ"ðs, tÞ: ð52Þ

Figure 7. The optimal control fields and corresponding Fourier power spectra for continuous quantum
SUM gate control in a controllable system, using two distinct control Hamiltonians. The solid and dashed
lines depict the associated control fields in arbitrary units. Compare to the characteristic beat field structure
in figure 6 representative of optimal controls for discrete quantum systems. (From [24].)

Quantum control landscapes 697

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
0
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



Figure 8 schematically displays the concept of a trajectory through Hamiltonian

space.
It is possible to derive a differential equation for @"(s, t)/@s for remaining on the level

set under s-dependent changes in the system Hamiltonian. The following two terms

a1ðs, t,T Þ ¼ �
1

i�h
h 0j½U

yðT, 0Þ�UðT, 0ÞUyðt, 0Þ
d�ðsÞ

ds
Uðt, 0Þ�j 0i ð53Þ

a2ðs, t,T Þ ¼ �
1

i�h
h 0j½U

yðT, 0Þ�UðT, 0Þ,Uyðt, 0Þ
dHdðsÞ

ds
Uðt, 0Þ�j 0i ð54Þ

analogous to a0 above account for changes in the internal Hamiltonian and dipole

operator, respectively, along the trajectory. As summarized in Appendix A.5, we obtain

the explicit initial value problem:

@"ðs, tÞ

@s
¼ SðtÞ fðs; tÞ þ

ðbðs,T Þ � 
ðSÞÞa0ðs, t,T Þ

�ðsÞ

� �
, s � 0: ð55Þ

Rothman et al. carried out numerical D-MORPH simulations across a family of related

three-level model systems forming a homologous set. In these studies, transfer of pure

state population was considered, although the D-MORPH methodology is applicable

to arbitrary observable maximization problems originating from arbitrary mixed states.

The dipole moment operator and internal Hamiltonian were varied both independently

and in unison.
In the case of independent dipole diffeomorphism, the goal was to move the

population from state j1i to state j3i. The direct transition was initially allowed, by

setting �13(0) 6¼ 0, but finally forbidden, �13(1)¼ 0, while along the alternative

Figure 8. (a) Starting from quantum system A with Hamiltonian HA, three paths are shown passing through
systems B and C with their associated Hamiltonians HB and HC. Three particular control fields "i(s, t), i¼ 1,
2, 3 characterize the pathways along which the common observable h�ðTÞi is preserved; these distinct
observable-preserving controls are specified by the auxiliary functions fi(s, t), i¼ 1, 2, 3. (b) Control fields as
functions of s and t for the combined internal Hamiltonian/dipole diffeomorphism example discussed in the
text (with fluence minimization). Target observable population in state 3j i is preserved at t¼T for all s.
(From [31].)
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dynamical route the opposite situation exists, i.e., �12(0)¼�23(0)¼ 0 and �12(1) 6¼ 0

and �23(1) 6¼ 0. Therefore, the population transfer occurs by two different mechanisms

at s¼ 0.0 and s¼ 1.0. Two different trajectories were followed through Hamiltonian

space, one along a straight path between the two dipole operators, and one along a

curved path. Figure 8 depicts the variations in the control field required to preserve the

observable across these homologous quantum systems.
It is possible to redefine the problem of level set exploration for families of

related quantum systems, by identifying the set of dynamically homologous quantum

systems that produce the same expectation value of a quantum observable when

subjected to a fixed time-dependent control field [34]. Rather than tracking over an

arbitrary path in Hamiltonian space and determining the change in the field that

preserves the observable expectation value, in this case the path in Hamiltonian space is

determined by the constraint that the control field does not change. An infinite number

of such paths are possible, just as in the former problem. Topologically connected

and disconnected families of homologous Hamiltonians have been shown to exist under

various conditions. Numerical calculation of the Hessian of the associated cost

functional indicates that the critical topology of this landscapes displays remarkably

similar features to that for observable expectation value control; in particular, the

critical points appear to be saddles rather than local traps, and the rank of the Hessian

at the critical points displays the same behaviour with respect to the degeneracies in the

matrices �, �.

5. Experimental exploration of quantum control landscapes

5.1. Level sets

Experimental methods are currently being developed for exploring control landscape

level sets. Because the domain of control fields is infinite dimensional, the experimental

investigation of quantum control landscapes requires careful choice of parametrization

of the field such that the landscape can be sampled sufficiently.
Roslund and Rabitz [35] explored the level set surfaces for second harmonic

generation and related nonresonant two-photon absorption. The second harmonic

spectral field is given by

E2ð�2Þ �

Z 1
�1

E1ð�
0ÞE1ð�2 ��0Þd�0 ð56Þ

where E2(�2) and E1(�) are the complex spectral envelopes of the second harmonic and

control pulses, respectively, and the frequencies of these envelopes are relative to their

spectral centre, i.e., �¼!�!0 and �2¼!� 2!0. The time integrated signal, given by

S /

Z 1
�1

jE1ðtÞj
4dt ¼

Z 1
�1

jE2ð�2Þj
2d�2, ð57Þ
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Figure 9. Experimental second harmonic generation (SHG) level set surface for a yield of 50%. Included are
three experimentally retrieved control fields located on the surface. (From [35].)

Figure 10. Experimental second harmonic generation (SHG) level set surfaces with increasing magnification
moving to the right for 	¼ 0.10 (light blue), 0.25 (red), 0.50 (dark blue), 0.75 (green) and 0.90 (gold). Each
surface is sliced along its a-c plane at b¼ 0 so that the interior is visible. (From [35].)
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is measured. The spectral phase �(�) serving as the control is a truncated Taylor
expansion around the centre frequency !0,

�ð�Þ ¼
a

2
�2 þ

b

6
�3 þ

c

24
�4 ð58Þ

where the zeroth and first-order terms are discarded because they simply correspond to

an arbitrary constant phase and shift in the time origin of the pulse, respectively. The
level sets were expressed on the domain of phase parameters a, b, c; multiple level sets

were identified, with one surface at 50% yield shown in figure 9. The level sets of
different yield were nested in the phase parameter space (figure 10). Each of the
continuously varying control fields over a given level set preserves the observable value

by its own distinct manipulation of constructive and destructive quantum interferences.
Thus, the richness of quantum control fields meeting a particular observable value is

accompanied by an equally diverse family of control mechanisms.
For these systems, the level sets were shown to be closed surfaces in the control

parameter space. In order to explore the origin of phenomenon, the Hessian of the cost
functional was computed numerically at several points progressively farther away from

the global optimum. Based on the positive-definiteness of the Hessian, it was shown
that the level sets are predicted to be ellipsoids (see below), consistent with the

experimental observation. In general, however, level sets can be unbounded in extent.

5.2. Landscape topology

In section 2, we demonstrated that formally, no traps exist in quantum control
landscapes in the absence of direct costs or constraints placed on the control field.y

Roslund and Rabitz [36] made the first explicit experimental demonstration of the trap-
free, monotonic behaviour of unconstrained quantum control landscapes in the case of

two systems, unfiltered and filtered second harmonic generation (SHG). These
landscapes were randomly sampled and interpolated up to landscape level of data
noise. In order to explore the topology of the landscapes, 1500 trajectories originating

at random points were propagated along the gradient flow of the objective functional,
according to the equation

rðsÞ ¼ rð0Þþ

Z s

0

rSt½rðs
0Þ�ds0 ð59Þ

where the gradient in the integrand was determined from the laboratory SHG landscape
data. 3% (48) of these trajectories did not converge to the global optimum, and ended
up distributed among two other local maxima, but these latter maxima were

demonstrated to be artifacts due to noise in the control apparatus.

yAgain, this statement holds rigorously in the absence of abnormal extremal controls. See section 7 for a
detailed discussion.
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Figure 11 depicts several possible search trajectories along the filtered SHG

landscape. (Filtering the SHG signal to be evaluated at �2¼ 2!0 removes the

dependence of the signal on the cubic Taylor coefficient in the polynomial basis.)

Several of these paths correspond to simple parameterizations of the control field. As

can be seen, restricted parameterization of the control field will generally produce

artificial structure by forcing projections of the original full infinite dimensional

control space.
Although linear trajectories in the polynomial phase representation considered above

are incapable of following the gradient flow trajectory, they do display the favourable

property of preserving the intrinsic topology of the landscape. This can be verified by

perturbation analysis near the global maximum of the filtered SHG landscape.

Expanding the exponential phase to second order around the optimal solution �(!)¼ 0,

it may be shown [36] that the perturbative signal �Sfð�Þ ¼ S�f � Sfð�Þ, where S�f is the

transform limited signal, indicates that the level sets are ellipsoidal. In addition,

assuming a spectral amplitude of the form A(�)¼ exp(��2/2�2), the normalized

signal variation under a Taylor expansion of the phase functional preserves this

landscape topology. In general, however, the appropriate choice of control parameters

or variables that preserve landscape topology may not be apparent a priori.

Methodologies exist [37] for transforming to an optimal local basis set of laboratory

control parameters. A physically convenient parameterization is first chosen prior to

the outset of the experiment, followed by a Hessian analysis to determine a locally

separable representation. This methodology has been successfully illustrated using the

example of molecular fragmentation of CH2BrI.
A possible cause for the appearance of local traps in quantum control landscapes is

the existence of costs or constraints on the controls, which in some cases may be

impossible to avoid. Numerical results [18] indicate that landscape topology should be

reasonably preserved even in the presence of small penalties on the field fluence. These

Figure 11. [Colour online] Experimental, unsmoothed quantum control landscape for filtered second
harmonic generation (SHG). Four trajectories are shown; the landscape possesses a single global optimum
that may be reached monotonically by the curvilinear channels that slice through the landscape. (From [36].)

702 R. Chakrabarti and H. Rabitz

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
0
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



results suggest that in weak-field experiments, where the control field constraints may
not be particularly limiting, the topology of experimental quantum control landscapes

should remain monotonic.
In the strong field regime, however, local traps may appear more readily. For

example, Wells et al. [38] applied adaptive search algorithms to the fragmentation of a
complex molecule, octahedral sulfur (S8), investigating several different control field

parametrizations. The structure of the optimal pulses obtained using these various

parameterizations were considerably different, although they produced comparable

signal enhancements. The fluence of the control fields were constrained considerably,
corresponding to large values of � in equation (1). Although the sampling was not

exhaustive enough to rigorously establish level set structure or landscape topology, the

results suggested that local maxima existed in the S8 fragmentation landscape for the
parameterizations employed. However, even in the strong field regime, the fundamental

monotonicity of the landscape need not be compromised. In related work [39], the

control landscape for the strong-field ionization of potassium atoms was sampled by

phase modulated pulses. The intensity of the Autler–Townes components in the
photoelectron spectra were controlled by a sinusoidal phase modulation function.

The use of a two-dimensional parameter space enabled constrained, but effective

sampling of the control landscape. The maxima and minima of the landscape were

identified, with clear level sets, and no evidence for local traps was found.
In most cases of practical interest in the weak-field regime, unconstrained

quantum control landscapes possess no suboptimal traps. Thus, local experimental

search algorithms should be effective in locating optimal controls; moreover, since

gradient-based algorithms can take advantage of landscape structure, they may
perform better than ‘blind’ algorithms (e.g., genetic algorithms) under suitable

conditions. In the aforementioned work of Roslund and Rabitz, only the total SHG

yield was measured; the gradient of the objective was determined based on radial

basis function interpolation. More recent work [40] has addressed the question of
how to experimentally measure and follow the gradient flow of the observable

maximization objective function, given that the basis must change at each step along

the curvilinear path. The gradient of the filtered SHG objective was measured using
a moment-based method with only 30 observable measurements on a 128-

dimensional parameter space. Despite the statistical uncertainty in the measurements

and the presence of noise, following this flow resulted in convergence to >90%

achievement in half the number of steps that were required for a GA. Note that
accurate estimation of the gradients of observable expectation values with respect to

control field parameters is properly a subject of quantum statistical inference [41].

Quantitative assessment of the statistical uncertainties associated with these
estimates, as a function of the number of measurements made, is essential for

determining the speedup that can be achieved by using gradient versus adaptive

search algorithms.
Following the gradient flow of the objective function exploits the favourable

topology of quantum control landscapes, but does not explicitly exploit their geometry.
In particular, the best path to the global maximum in figure 11 is not necessarily the

gradient flow path. A further possibility is to use local algorithms that make use of local

gradient information, but do not follow the gradient flow directly, instead tracking
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alternative observable expectation value paths. In this regard, an important question is
whether certain observable paths are expected to display more rapid convergence to the
global optimum than others. Section 8 discusses how geometric features of quantum
control landscapes indicate that certain observable paths may in fact be globally more
efficient than the gradient flow. Because they do not follow the path of steepest ascent,
these algorithms may require more accurate estimation of the gradient. Such
methodologies could also be applied to explicit experimental tracking of predetermined
level set trajectories [42].

In summary, improved methods for the measurement of the gradient in the
presence of noise, and the accessibility of control field parameterizations capable of
tracking the gradient are the central challenges for implementing experimental
control algorithms that exploit the favourable topological and geometric structure of
quantum control landscapes. Note that the analytical results of section 3 pertaining
to dominant quantum control mechanisms can also be used to help choose
appropriate control field parameterizations that simplify experimental landscape
search.

6. Quantum system controllability and landscape structure

As discussed in section 2, the full controllability of a quantum system is a necessary
condition for the nonexistence of local traps in the control landscape. If the target
transformation is reachable at the final time T, but intermediate dynamical propagators
are not, the path to the target may be plagued with local traps. It is therefore important
to review the conditions for controllability of quantum systems at a fixed dynamical
time T. Moreover, since the choice of T is to some extent arbitrary, it is important to
identify the possible choices of T that lead to full controllability.

The conditions for the controllability of finite-dimensional quantum systems were
established [43] based upon earlier work on the controllability of systems on compact
Lie groups [44]. In [43], an easily implementable algorithm for ascertaining the
controllability of a finite-level quantum system was provided. Consider the right-
invariant system described by Definition 7 (Appendix A.6); let S be the subgroup of the
dynamical group G generated by the internal and control Hamiltonians (with
corresponding Lie algebra s), and let L be the subgroup generated by the control
Hamiltonians alone (with corresponding Lie algebra l). The following theorem
establishes sufficient conditions for the full controllability of such systems.

Theorem 1 (Controllability of right-invariant systems on Lie groups): The reachable
set from the identity matrix in G is contained in S. If S is compact then the reachable set
from the identity matrix equals S. In particular, if the dimension of the Lie algebra l equals
the dimension of the ambient Lie group G, and the Lie group is compact, then the control
system is controllable. Furthermore, in this case it is possible to reach any matrix with an
admissible control which is bounded in amplitude.

Controllability can be checked using the rank condition, which states that if the
dimension is N2 for the Lie algebra spanned by Hd, �i and their commutators such as
[Hd, �i], [Hd, [Hd, �i]], [�i, [Hd, �i]], etc., then the system is controllable. This is

704 R. Chakrabarti and H. Rabitz

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
0
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



equivalent to requiring that l be the Lie algebra of all N�N skew-Hermitian matrices,
which in turn is equivalent to requiring that the dimension of l as a vector space over the
real numbers is precisely N2. This criterion for controllability of quantum dynamical
propagators extends to that of states; all coherent superpositions of states can be
achieved if S equals U(N). The fact that the controllability of a linear control system can
be checked via a simple rank criterion which, in addition, does not vary from point to
point, is an important property which is generally not valid for a nonlinear control
system. Usually this condition guarantees only accessibility [43].

6.1. Exact-time controllability of discrete quantum systems

The above theorem establishes the necessary conditions for the existence of a time T at
which the system is controllable, but does not constructively define T. Landscape search
would be simplest if the quantum control system satisfied the conditions for strong
controllability.

Definition 2: A control system F¼ (A,Bi, ui(t)) is strongly controllable over a
subgroupM if for any T>0 any point ofM is reachable from any other point by F in T
or fewer units of time. A control system is said to be strongly controllable if the
property of strong controllability holds for the entire dynamical group G. A control
system is exact time controllable at time T if any point ofM is reachable from any other
point by F in exactly T units of time.

Just as there exist analytical solutions to the Pontryagin maximum principle for
finite-dimensional quantum systems (i.e., right-invariant systems on a compact Lie
group), there are also powerful general theorems for establishing exact-time and strong
controllability of these systems. Also by analogy, there are differences in the conditions
establishing exact-time and strong controllability of dynamical transformations versus
that of quantum states.

For finite-dimensional quantum systems, strong controllability can be guaranteed if
two controls are used, and these controls span the whole Lie algebra of the dynamical
group. In the more common case of one control, strong controllability cannot be
guaranteed, but exact-time controllability across a wide range of times T can be
straightforwardly established.

D’Alessandro and Dahleh [45] have studied the exact-time controllability of two-
qubit gates. They showed that if a two qubit gate is controllable at time T1 (called the
critical time), then it is also controllable at any time T2>T1. We summarize their proof
here because of its possible extensions to higher-dimensional quantum systems. Let
R(T) be the reachable set from I, i.e., the set of possible values for X(T) obtained by
varying the controls u1, . . . , um within the set of continuous functions defined on [0,T].
We also define the sets

Rð� T Þ ¼
[

0�t�T

RðtÞ ð60Þ

R ¼
[

0�t�1

RðtÞ: ð61Þ
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Because of right-invariance, R(I,T)S¼R(S,T) for every S 2 SUð2Þ and every T.
Therefore, it suffices to consider the (exact-time) controllability properties of the set
reachable from the identity. For quantum systems of arbitrary dimension, the following
theorem establishes the existence of a critical time beyond which the reachable set RðT Þ
is equal to the entire unitary group U(N) of dynamical propagators.

Theorem 2 [44]: Let S denote the subalgebra generated by the controls A,B1 , . . . ,Bm.
If (A,Bi, ui(t)) is a right-invariant control system on a Lie group G and S is compact,
(i) R ¼ S; (ii) there exists a T> 0 such that Rð� T Þ ¼ R.

Powerful exact-time controllability results may be proven in dimension 2 because a Lie
algebra isomorphism 
 exists between su(2) and so(3). It follows from Lie’s third theorem
[45], that � induces a homomorphism 
 0 mapping SU(2) onto SO(3). It can be shown that
if a system is controllable on SO(3), any element of the subgroup SO(2) can be reached in
arbitrarily small time (i.e., the system is small-time controllable on SO(2)). It is then
straightforward to demonstrate that on either SO(3) or SU(2), if T1�T2, then
RðT1Þ  RðT2Þ and therefore Rð�T Þ ¼ RðT Þ for each T� 0 [45]. In other words, if
T1<T2, all the points reachable at T1 are reachable at T2. Combining this result with
Theorem 2, we obtain the the following exact-time controllability result in dimension 2:

Theorem 3: There exists a time Tc, such that R(T)¼SU(2) for every T>Tc.
The critical time Tc is the least time such that for every T>Tc, it is possible to drive
the system from the identity to an arbitrary matrix in SU(2).

An important question is whether this property can be extended to finite quantum
systems of arbitrary dimension N, i.e., whether the above equivalence between the sets
R and R holds in general. If this is the case, quantum control landscapes for larger
systems will display a homogeneous structure for all T above a critical time, such that
simulations and experiments need not sample extensively over the time T in order to
obtain a landscape with simple topology.

6.2. Controllability of classical and continuous variable quantum systems

For the noncompact Lie groups describing the evolution of classical or continuous
variable quantum systems, strong controllability is not established by the above Lie
algebra rank condition. This implies that the critical topology of control landscapes for
such systems may change considerably as the final dynamical time T is varied,
underscoring the comparative simplicity of discrete quantum control landscapes.

For continuous variable (infinite-dimensional) quantum systems, the rank condition
is also sufficient for establishing controllability on noncompact symplectic groups (i.e.,
those with quadratic Hamiltonians) in the common case where H0 is compact, but there
is no guarantee of exact-time controllability, i.e., some particular gates may only be
reachable after an extremely long time. However, exact-time controllability can be
achieved at arbitrary positive times (i.e., RðT Þ ¼ Rð�T Þ ¼ R ¼ UðNÞ for every T>0)
if we can employ two control Hamiltonians that span the whole Lie algebra of the
group of dynamical propagators. Thus, the topology of control landscapes for the
subset of infinite dimensional quantum gates described in section 2 will be largely
insensitive to the final time T if two independent controls are used.
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The strong controllability of general infinite-dimensional quantum systems (i.e.,
those with nonquadratic Hamiltonians) was studied by Wu and Tarn [46]. Such systems
were shown to be associated with dynamical symmetries represented by noncompact
Lie groups with infinite-dimensional unitary representations. A criterion for
approximate strong controllability, called smooth controllability, was given, showing
that such systems, which possess an uncountable number of levels, can be well
manipulated using a finite number of control fields.

The effects of exact-time controllability of discrete versus continuous variable
quantum systems on the simplicity of control field search were studied by Wu,
Chakrabarti and Rabitz [24]. Figure 12 compares the convergence of optimal searches
for achieving the CV SUM logic gate (symplectic propagator) versus the computa-
tionally equivalent discrete CNOT gate (unitary propagator), using identical gradient-
based algorithms. The CV gates were implemented using several models with varying
degrees of controllability, including a weakly controllable system (employing ion trap
interactions) and an uncontrollable system (employing photon-atomic spin interac-
tions). As can be seen, the maximal achievable fidelity is highly sensitive to the choice of
final time for uncontrollable or weakly controllable systems. Moreover, even when the
gate was reachable, the search effort required for convergence was found to increase
with decreasing controllability. By contrast, a randomly chosen final time was sufficient
for achieving near perfect fidelity in the discrete quantum system. The weaker
controllability of continuous systems can also result in control fields with more
complicated Fourier power spectra, as shown in figure 13.

7. Computational complexity of quantum control landscapes

The scaling of the expense of quantum simulation with system dimension is of
fundamental importance in quantum chemistry. Similarly, the scaling of the expense for
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Figure 12. Effects of exact-time controllability on the optimal control fidelity of discrete vs. continuous
quantum systems. (a) The convergence of control field searches for the two-qunit continuous quantum SUM
gate, with a weakly controllable continuous variable system, using conjugate gradient algorithms and
different final times. (b) The convergence of optimal searches for a three-qunit SUM gate with a weakly
controllable system (photon model), three-qunit SUM gate with an uncontrollable system (ion-trap model)
and three-qubit discrete quantum Controlled-CNOT gate with a standard NMR spin coupling model. See
text for definitions of quantum gate terminology. (From [24].)
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quantum control search – either OCT or OCE – lies at the heart of the applicability of
quantum control to the large molecules of practical interest in many applications.
Whether the search is carried out numerically or experimentally, this scaling is referred
to as the problem’s computational complexity. Compared to other central optimization
problems in quantum technology and quantum information, such as state or process
reconstruction [47], the complexity of quantum control problems is more difficult
to assess since the optimization is carried out over an infinite-dimensional
parameter space.

We have seen that analytical solutions to quantum optimal control problems appear
to exist only for low-dimensional systems, and in some cases only for restricted
Hamiltonians. Nonetheless, the existence of analytical solutions is rare in classical OCT,
and begs the question of how the difficulty of finding solutions to nonintegrable
quantum control problems increases with system dimension. Of course, this complexity
is algorithm-dependent. It is also a function of the system Hamiltonian, but may display
homogeneous features across families of Hamiltonians. Recall that in section 3, we
showed that for certain classes Hamiltonians, analytical results pertaining to control
mechanisms permits reduction in the dimension of the search space.

Figure 13. Comparison of the optimal control fields for discrete and continuous variable quantum gates
depicted in figure 12(b). Three independent controls were employed, represented by solid, dashed, and dotted
lines, respectively. (a) Optimal fields for three-qunit continuous quantum SUM gate control in a weakly
controllable system; (b) Optimal fields for three-qubit discrete quantum controlled-CNOT gate control in a
standard NMR spin coupling model. Control field amplitudes are arbitrary. (From [24].)
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The search effort required in OCT calculations for observable maximization is
remarkably insensitive to the dimension of the quantum system. A multitude of such

calculations have been reported in the literature [48–50], on systems ranging in
dimension from 2 up to more than 102. Even for the largest systems studied, the number

of iterations required for convergence seldom exceeds 103, with most calculations
requiring between 102 and 103 iterations [51, 52]. Much larger systems have been
subjected to OCE studies; in the common case of selective bond dissociation, a

continuum of states is accessed. Nonetheless, the search effort reported in most OCE
studies is of the same order of magnitude as in OCT.

Since the majority of quantum OCT algorithms are based on the gradient of the

objective function, and the gradient is relatively straightforward to implement in OCE,
it is natural to ask about the complexity of optimal control when the search is carried

out using these algorithms.

7.1. Gradient flows and search complexity

In section 2, we showed how the critical topology of the most common objective

functions in quantum optimal control can be determined analytically and display
features favourable optimal search. In section 3, we established several important
analytical results pertaining to the geometry of control landscapes, in particular their

level sets, finding that in certain cases, control mechanisms can be exploited to
reduce the dimensionality of the control search space. Here we examine another

feature of the geometry of control landscapes that permits analytical investigation,
namely the kinematic gradient flows of the objective function �. On the domain

UðNÞ, these gradient flows themselves represent integrable dynamical systems. As a
result of this feature, it is possible to identify the system-independent contribution to

the scaling with system dimension of the search effort for locating quantum optimal
controls.

The gradient flow is the trajectory followed by the search algorithm when the

algorithmic step is defined according to the differential equation

dU

ds
¼ �rUJðUÞ ð62Þ

The unitary gradient flow equations for observable maximization and gate optimization
are then, respectively,

dU

ds

� �
1

¼ �U �ð0Þ,Uy�U
� 	

, ð63Þ

dU

ds

� �
2

¼W�UWyU: ð64Þ

In the case that �(0) has only one nonzero eigenvalue, corresponding to an initial pure

state, it was shown that under the change of variables �ðT, sÞ ¼ j ðsÞih ðsÞj,
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 ðsÞ
�� 

¼ ðc1ðsÞ, . . . , cNðsÞÞ, xðsÞ � ðjc1ðsÞj
2, . . . , jcNðsÞj

2Þ, the gradient flow of �1 can be

explicitly integrated to give [42]:

xðsÞ ¼
1PN

i¼1 cið0Þ
�� ��2e2s�i e2s� � c1ð0Þ

�� ��2, . . . , cNð0Þ
�� ��2� �

ð65Þ

¼
1PN

i¼1 cið0Þ
�� ��2e2s�i e2s�1 c1ð0Þ

�� ��2, . . . , e2s�N cNð0Þ
�� ��2� �

ð66Þ

where �1, . . . , �N denote the eigenvalues of �. The explicit solution for the gradient

trajectory of objective functional �2 was shown to be

WyUðsÞ ¼ sinhðsÞ þ coshðsÞWyU0


 �
coshðsÞ þ sinhðsÞWyU0


 ��1
ð67Þ

where the initial condition is U0¼U(0) [42].
Chakrabarti et al. [53] have calculated upper bounds of the convergence times

of these unitary gradient flows into a ball of radius " around the solution.

For the class of observable maximization problems above, this bound was found

to be

tc,1ðHÞ ¼ max �
1

2�
ln

2Nk

�2

� �
þ 2 ln

ðN� k� 2Þ�kþ1
kð�ð1Þ � �kþ1Þ

� �
: ð68Þ

Where N is the Hilbert space dimension, k is the degeneracy of the largest

eigenvalue of the observable operator � and � is the absolute value of the

difference of the two largest eigenvalues of �. The upper bound on the
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Figure 14. The convergence of the kinematic gradient flows for optimal search of the SUM gate on Spð4,RÞ
and CNOT gate on Uð4Þ. (From [24].)
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convergence time for the unitary gradient flow of the gate fidelity function was

shown to be

tc, 2ðHÞ ¼ tc, 2ð�Þ �
1

2
ln

4N

a2�

� �
ð69Þ

where a¼ sin �0/(1� cos �0), for small �. Since both of these critical times scale

logarithmically with the Hilbert space dimension, the problem of optimizing the

objective functions on the domain of unitary propagators (via gradient algorithms)

belongs to a logarithmic analogue complexity class, referred to as CLOG within the

analogue complexity literature [54].
By contrast, the kinematic gradient flows for optimization of the corresponding

objective functions for classical or continuous variable systems are not integrable. The

kinematic flows for optimization of the continuous variable SUM gate and the discrete

variable CNOT gate are shown in figure 14 [24], revealing that the kinematic

contribution to control optimization is less favourable for continuous variable systems.
The integrated flow derived above for the problem of observable maximization

applies only to the case where �(0) is a pure state. For the more general problem of a

mixed initial state, analytic solutions are more difficult to obtain [52]. However, insight

into the scaling of the search effort for these problems may be obtained from numerical

simulations, as well as consideration of the dimension of the manifold on which the

gradient flow evolves.
As such, numerical optimizations [55] of the observable expectation value function on

the domain of unitary propagators were carried out for �(0) and � operators of various

possible ranks and degeneracies, for Hilbert space dimensions ranging from 2 to 40.

From a kinematic perspective, the optimization problem is symmetric with respect to

these two operators. It was found that the scaling was completely determined by the

number of nondegenerate eigenvalues of �(0); in particular, if �(0) is a pure state,

the spectrum of � does not alter the complexity class (or vice versa). In the latter case,

the scaling of effort was observed to be roughly logarithmic in the Hilbert space

dimension, consistent with the analytical result above. In the limiting case where �(0) is
a full rank matrix with nondegenerate eigenvalues, the effort was found to scale linearly

with system dimension.
The origin of the observed numerical scaling has been probed [22] by examining the

dimension of the subspace onwhich the gradient evolves. It is found that this dimension is

identical on the domain of unitary propagators and control fields, although in the latter

case the basis functions change continuously along the optimization trajectory. The

gradient can be expanded in terms of at most N(N� 1) linearly independent functions of

the time-dependent dipole operator �(t). Let � consist or r subsets of degenerate

eigenvalues p1, . . . , pr with multiplicities n1, . . . , nr, and write �ð0Þ ¼
Pr

i¼1 pi ij i ih j. The

expression (6) for the gradient from section 2 can be expanded to give

��1

�"ðtÞ
¼

i

�h

Xr
k¼1

pk
Xskþ1

i¼skþ1

Xsk
j¼1

þ
XN

j¼skþ1þ1

#"
ih j�ðT Þ j

��  j� ���ðtÞ ij i � ih j�ðtÞ j
��  j �ðT Þ

�� ��i� � �

þ
i

�h

Xr
k¼1

pk
Xskþ1

i¼skþ1

Xskþ1
j¼skþ1

ih j�ðT Þ j
��  j� ���ðtÞ ij i � ih j�ðtÞ j

��  j� ���ðT Þ ij i� �
ð70Þ
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where ni are the degeneracies of the eigenvalues pi of �(0), s1¼ 0, sk ¼
Pk�1

i¼1 ni,

k ¼ 2, . . . , rþ 1, srþ1¼ n. The terms in the second summation, of which there

are
P

in
2
i , add to zero, from which it can be shown that the dimension of

the subspace of skew-Hermitian matrices upon which the gradient flow evolves

is [22]

D ¼ N2 � ðN� nÞ2 �
Xr
i¼1

n2i ¼ nð2N� nÞ �
Xr
i¼1

n2i : ð71Þ

Therefore, when �(0) is full rank and nondegenerate, the gradient can be expressed in

terms of a linear combination of N(N� 1) basis functions, irrespective of the spectrum

of �. Increasing degeneracy in the spectrum of �(0) reduces the dimension of the

subspace on which the gradient evolves, such that when �(0) has n degenerate

eigenvalues, this dimension is equal to 2n(N� n). Although this result does not establish

the kinematic contribution to the scaling of search effort with Hilbert space dimension,

it reveals that the dimension of the subspace on which the gradient evolves for generic

observable maximization problems scales less favourably with N when � and � have

more nondegenerate eigenvalues.
The existence of a low-dimensional basis set of functions upon which the gradient can

be expanded is especially useful given the difficulty of implementing effective high-

dimensional control field parameterizations in the experimental setting (section 5).

Although this basis set varies from point to point along the landscape, recent work [56]

suggests that in many cases, it can be remarkably homogeneous, providing a rational

means of estimating the minimal control parameterization dimensionality needed to

effectively climb the landscape.

7.2. Relation between dynamic and kinematic gradient flows

The integrated U-gradient flows of the observable maximization and gate fidelity cost

functions identify Hamiltonian-independent contributions to the scaling of quantum

control search effort when using gradient algorithms. In this section, we derive the

Hamiltonian-dependent relationship between these U-gradient flows and the "-gradient
flows that are followed by OCT and OCE algorithms.

The "-gradient flows are the solutions to the differential equations

d"ðs, tÞ

ds
¼ r�ð"ðtÞÞ ¼ 	

��ðs,T Þ

�"ðs, tÞ
ð72Þ

where s is a continuous variable parametrizing the algorithmic time evolution of the

search trajectory, and 	 is an arbitrary scalar that we will set to 1. The gradient on "(t) is
related to the gradient on UðNÞ through

��

�"ðtÞ
¼
X
i, j

�Uij

�"ðtÞ

d�

d1Uij
: ð73Þ

Now suppose that we have the gradient flow of "(s, t) that follows (22) and let U(s),

the system propagator at time T driven by "(s, t), be the projected trajectory on the
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unitary group UðNÞ. The (algorithmic) time derivative of U(s) is then

dUijðsÞ

ds
¼

Z T

0

�UijðsÞ

�"ðs, tÞ

@"ðs, tÞ

@s
dt ð74Þ

which, combined with (22) and (23), gives

dUijðsÞ

ds
¼

Z T

0

�UijðsÞ

�"ðs, tÞ

X
p, q

�UpqðsÞ

�"ðs, tÞ

d�

dUpq
dt: ð75Þ

It is convenient to write this equation in vector form, replacing the N�N matrix U(s)

with the N2 dimensional vector u(s):

duðsÞ

ds

Z T

0

�uðsÞ

�"ðs, tÞ

�uTðsÞ

�"ðs, tÞ
dt

� �
r� uðsÞ½ � � G "ðs, tÞ½ �r� uðsÞ½ � ð76Þ

where the superscript T denotes the transpose. This relation implies that the variation of

the propagator in UðNÞ caused by the natural gradient flow in the space of control field

is Hamiltonian-dependent, where the influence of the Hamiltonian is contained in the

N2-dimensional symmetric matrix G["(s, t)].
Thus, although the convergence times for the U-gradient flows above scale

favourably with system size, the "-gradient flows do not generally follow the same

paths, and Hamiltonian-dependent effects may dominate the scaling when following the

gradient on the domain of control fields. OCT calculations suggest a difference in the

scaling of observable maximization and gate control search effort when using local

gradient-based algorithms [6], although the U-gradient flow scalings are similar for

these two problems. Systematic dynamical OCT studies have been carried out for

unitary gate optimization on systems of dimension ranging from 2 to 32, using iterative

algorithms. The computational effort was found to scale exponentially in the Hilbert

space dimension.
A natural question is whether the Hamiltonian-dependent unfavourable scaling of

local OCT or OCE algorithms can be mitigated by employing global algorithms whose

optimization trajectories are less sensitive to the system Hamiltonian. In the next

section, we discuss such global search algorithms and the properties of quantum control

landscapes that render these algorithms effective.

8. Global search algorithms for quantum control

8.1. Scalar and matrix tracking algorithms

As shown above, the convergence time of gradient OCT or OCE algorithms is

dependent on the system Hamiltonian. By contrast, it is possible to employ algorithms
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that follow a predetermined track of observable expectation values, independent of the

system Hamiltonian. An efficient algorithm for following a predetermined track

PðsÞ ¼  ðs,T Þ �j j ðs,T Þ
� 

, 0 � s � 1 ð77Þ

for the expectation values of a target observable operator � at final time T may be

derived from the diffeomorphic homotopy formalism described in section 4, originally

developed for level set exploration. By making the substitution

Z T

0

a0ðs, t,T Þ
@"ðs, tÞ

@s
dt ¼ bðs,T Þ þ

d �ðs,T Þ
� 

ds
,

in equation (49), we obtain the following expression for the algorithmic step for the

control field (Appendix A.5):

@"ðs, tÞ

@s
¼ SðtÞ fðs; tÞ þ



bðs,T Þ þ dP

ds � 
ðsÞ
�
a0ðs, t,T Þ

�ðsÞ

� �
: ð78Þ

If the Hamiltonian is kept fixed during tracking, b(s,T)¼ 0. As mentioned in

section 4, such algorithms may also be implemented experimentally, but require a

precise measurement of the gradient. Analogous equations can be derived for following

a predetermined track of gate fidelity function values.
At each step in this approach, the observable expectation value is specified, but the

unitary propagator is not; many unitary propagators will map to the same expectation

value. The tracking errors that occur in this approach will be system-specific, depending

on the system dimension and Hamiltonian. The method was applied to a five-level

quantum system initially in state j1i, with the goal of transferring population to statej5i.

Figure 15 depicts the changes in the control field along the track for

PðsÞ ¼ jh5j ðs ¼ 0,T Þij2 þ sinð2�sÞ. In this case, the dipole operator was also morphed

along the track, in order to demonstrate the feasibility of simultaneous Hamiltonian

variation.
It is natural to consider the prospects of tracking paths in the space of dynamical

propagators, rather than observable expectation values. Doing so may permit a more

system-independent definition of quantum control complexity. Although this may be

difficult to achieve in OCE using current technology, it can be easily implemented in

simulations. Indeed, diffeomorphic homotopy provides a natural means of tracking

paths U(s, T), 0� s� 1, in the group of quantum dynamical propagators. Consider the

problem of tracking the unitary gradient flow for observable expectation value

maximization, integrated in section 7.
In order for the projected flow from "(t) onto U(T) to match the integrated gradient

flow on U(T), the quantity @"(s, t)/@s that corresponds to movement in each step must

satisfy a generalized differential equation:

dUðsÞ

ds
¼

Z T

0

�UðsÞ

�"ðs, tÞ

@"ðs, tÞ

@s
dt ¼ r� UðsÞ½ �: ð79Þ
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In the dipole approximation, this relation becomes the following matrix integral

equation: Z T

0

�ðs, tÞ
@"ðs, tÞ

@s
dt ¼ UyðsÞr� UðsÞ½ �, ð80Þ

where �(s, t) � Uy(s, t)�U(s, t). When � is the observable expectation value objective

function, we have Z T

0

�ðs, tÞ
@"ðs, tÞ

@s
dt ¼ �,UyðsÞ�UðsÞ

� 	
: ð81Þ

On the basis of eigenstates, the matrix integral equation is writtenZ T

0

�ijðs, tÞ
@"ðs, tÞ

@s
dt ¼ i�h i Uyðs,T Þ

�� r� Uðs,T Þ½ � j
��� 
: ð82Þ

Figure 15. (a) Population surface of state j5i as a function of s and t for the tracking example described in
the text ðPðsÞ ¼ h5j s ¼ 0,Tð Þi

�� ��2þ sinð2�sÞÞ. The elements �34 and �14 of the dipole operator were
simultaneously modulated according to �34(s)¼ s, �14(s)¼ 0.5(1� s), with other elements kept fixed. At s¼ 0,
the only available direct transition pathway to j5i is j1i ! j4i ! j5i, whereas at s¼ 1 the only possible
pathway is ladder climbing through all states. The change of the temporal dynamics with s reflects the use of
different dynamical pathways throughout the s interval. (b) Cross-section of (a) at time t¼T. The calculated
observable population follows the imposed track very well. (From [32].)
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To solve this equation, we first note that the flexibility in the choice of the

representation of the variation in "(s, t) allows us to expand it on the basis of functions

�ij(s, t), as

@"ðs, tÞ

@s
¼
X
i, j

xij�ijðs, tÞ: ð83Þ

Inserting this expansion into the above equation produces

X
p, q

xpqðsÞ

Z T

0

�ijðs, tÞ�pqðs, tÞdt ¼ i�hhi Uyðs,T Þr�½Uðs,T Þ� j
���� i: ð84Þ

If we denote the correlation matrix G(s) as

Gij, pqðsÞ ¼

Z T

0

�ijðs, tÞ�pqðs, tÞdt ð85Þ

¼

Z T

0

hi �ðs, tÞ j
���� ihp �ðs, tÞ q

���� idt, ð86Þ

(as in equation (86) above, but now specifically in the case of the dipole approximation)

and define

�ijðsÞ � i�h i Uyðs,T Þr� Uðs,T Þ½ � j
����� 
, ð87Þ

it can be shown [42, 57] that the matrix integral equation (82) can be converted

into the following N2-dimensional algebraic (nonsingular) differential equation

(through a procedure analogous to that described in Appendix A.5 for scalar

tracking):

@"

@s
¼ fs þ ð�Þ � 	ð Þ

TG�1ð�ðtÞÞ ð88Þ

where fs¼ fs(t) is a ‘free’ function resulting from the solution of the homogeneous

differential equation (analogous to fs in Appendix A.5), the operator  vectorizes its

matrix argument (as in equation (86)) and 	 �
R T
0 ð�ðtÞÞfsdt. This equation is similar to

equation 30 in Appendix A.5, with the notable distinctions that the scalar functions

a0(s,T), a1(s,T), a2(s,T) and � are now replaced by N2-dimensional vector and

N4-dimensional matrix counterparts, respectively.
The computational overhead required for implementing such unitary matrix

tracking, compared to scalar tracking, scales (roughly) as N4, the expense of

inverting the matrix G. However, if this track can faithfully be followed, the scaling

of the path length and convergence time to the optimal control solution could

mirror that of the gradient flow of the objective function on the domain of unitary

propagators. In the case of observable maximization, the analysis in the previous

section suggests that for mixed initial states, the optimization trajectory followed by

the unitary gradient flow will scale unfavourably for highly nondegenerate �(0).
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Importantly, it is possible to choose a global path that is even more favourable

than the integrated unitary gradient flow of the gate objective function. Indeed,

unitary matrix tracking algorithms have recently been developed [57] that follow the

shortest path between the initial guess and the target matrix, namely the geodesic

between these points in the unitary group. Across a wide variety of target gates and

system dimensions, these algorithms were capable of tracking geodesic paths in

U(N) with almost negligible error. As the geodesic is the globally optimal path in

U(N), this indicates that it may be possible to define a system-independent search

complexity for quantum optimal control problems in terms of the scaling of the

length of the near-geodesic path with Hilbert space dimension.
The ability to track globally optimal paths in U(N), originating in the favourable

properties of the input-state map for discrete quantum systems (below), may also be

useful for design of more efficient experimental quantum control algorithms. In

particular, it is possible to specify the observable expectation value path that

corresponds to the geodesic path in U(N) for a given �(0) and �. Tracking this

path experimentally may cause the control system to follow a path in U(N) that is

globally more optimal, and more system-independent, than the projected path of

the "-gradient, permitting a more system-invariant definition of landscape complex-

ity for OCE.
In this approach [42], the unitary propagator W that maximizes the

observable expectation value is first determined numerically. This can be achieved at

minimal computational cost if �(0) and � are known. The observable track that

corresponds to the geodesic U(s)¼ exp(i log (WyU0)s) that connects U0 and W, i.e.,

h�ðsÞi ¼ Tr UðsÞy�ð0ÞUðsÞ�

 �

, is compatible with an infinite number of paths V(s) in

UðNÞ, and the set of these paths can be written

MT ¼ VðsÞ jTr VðsÞ�ð0ÞVðsÞy�

 �

¼ Tr UðsÞ�ð0ÞUðsÞy�
� �

¼ h�ðsÞi
n o

: ð89Þ

In order to implement a global OCE search along the desired observable track,

computational overhead must be paid in order to reconstruct the initial density matrix

of the system. Research in quantum statistical inference [41] has demonstrated that this

reconstruction can generally be achieved with high statistical certainty at comparatively

low cost. As in the case of gradient measurements, n repeated observations are made on

identically prepared quantum systems. Each quantum measurement is described by a

positive operator-valued measure (POVM) [58]. Denoting by F i the POVM

corresponding to the i-th observation, the likelihood functional

Lð�ðtÞÞ ¼
Yn
i¼1

Trð�ðtÞFiÞ ð90Þ

describes the probability of obtaining the set of observed outcomes for a given density

matrix �(t). The method of maximal likelihood estimation (MLE) maximizes this

function over the set of density matrices [58]. An effective parameterization of �(t) is
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�(t)¼TyT, which guarantees positivity and Hermiticity, and the condition of unit trace

is imposed via a Lagrange multiplier �, to give

LðT Þ ¼
Xn
i¼1

lnTrðTyTFiÞ � �TrðT
yT Þ: ð91Þ

Standard numerical techniques, such as Newton–Raphson or downhill simplex

algorithms, may be used to search for the maximum over the N2 parameters of the

matrix T. Note that other methods for state reconstruction, such as the

maximum entropy method or Bayesian quantum state identification [41], can

alternatively be used.
It is possible (and in many cases imperative for good results) to constrain the

optimization trajectory to follow still more precise paths in UðNÞ, by specifying

observable tracks h�iðsÞi corresponding to the desired unitary track U(s) for multiple

observable operators �i. In the limit that the set {�i} constitutes a complete

tomographic set of observables (N2
� 1 orthogonal observables �i), and the initial

density matrix is nondegenerate, the observable tracking algorithm becomes effectively

identical to the unitary matrix tracking algorithm described above. For 1� i�N2
� 1

observables, the geodesic track U(s) is approximated to progressively greater accuracy,

for only incrementally greater cost. Moreover, it can be shown [42] that the k gradients

�h�iðT Þi=�"ðtÞ are closely related, such that the overhead required to statistically sample

�h�1ðT Þi=�"ðtÞ assists in the determination of �h�2ðT Þi=�"ðtÞ, . . . , �h�kðT Þi=�"ðtÞ.
The accuracy with which globally optimal paths in U(N) can be tracked depends on

the properties of the input-state map M : "(t)! U(T). In particular, if the matrix G is

singular or close-to-singular, the tracking errors will be greater and the performance of

these globally optimal algorithms will be compromised. It can be shown that the

requirement that G is nonsingular amounts to a more demanding form of controllability

than full controllability, i.e., from any given unitary propagator U(T), it must be

possible to track to any neighbouring U0(T) to first order in "(t). An important

advantage of (orthogonal) observable tracking compared to unitary matrix tracking is

that these algorithms place less stringent demands on controllability while reaping

many of the benefits of of following a globally direct path to the solution [42].
In the next section, we review properties of discrete quantum control systems that

render them less likely to encounter tracking problems, compared to classical control

systems.

8.2. Extremals of the input-state map

In section 2, we saw that the critical points of quantum optimal control variational

problems that are not critical points of the map between control fields and unitary

propagators can be identified analytically. These critical points are called normal (or

regular) extremals in the terminology of control theory. In this section, we examine the

properties of the so-called input-state map "(t) ! U(T) between control fields and

associated dynamical propagators, comparing to the classical case. The critical points of
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this map are called abnormal (or singular) extremals of the control problem (see

Appendix A.2 for a formal definition).
Given the simple critical topology of normal extremals for quantum optimal control

problems, and the integrability of the gradient flows of the objective functions on the

domain of dynamical propagators, the properties of the input-state map play a

dominant role in determining the effort required for locating optimal controls. As such,

the behaviour (and design) of advanced search algorithms for quantum optimal control

are largely governed by the properties of this map.
It can be shown that abnormal extremals correspond to control fields "(t) which

produce a singular matrix G [57]. Because singular extremals correspond to places

where algorithms that track paths in the space of dynamical propagators break down,

their abundance plays a central role in determining the maximum possible efficiency of

optimal control search.
For general problems of sub-Riemannian geometry [59], abnormal extremals exist in

abundance. In particular, a dynamical system can be strongly controllable and still

possess abnormal extremals. For discrete quantum systems, however, it is possible to

prove certain analytical results pertaining to the existence of abnormal extremals that

suggest that these extremals are particularly rare.
D’Alessandro and Dahleh [30] gave a complete classification of normal and

abnormal extremals for the (single-input) optimal gate control problem on SU(2),

with field fluence as the cost. It was shown that the only abnormal extremal in this case

is the control "(t)¼�Tr (Hd�)/Tr (��). For two control fields, if we write

A:¼ a1�1þ a2�2þ a3 [�1,�2], the only abnormal extremal is "1¼�a1, "2¼�a2. For
three controls, there are no abnormal extremals.

We sketch the proof of this result for a single control field. Recall that in this case, the

PMP Hamiltonian function for the maximum principle can be written

hðM, �0, "Þ � Tr ½MðU�0ðtÞðHd þ �"ðtÞÞU0ðtÞÞ� þ
1

2
�0"

2ðtÞ ð92Þ

as above, where M again plays the role of the conjugate momentum corresponding to

the dynamical propagator state variable. We first demonstrate that all optimal controls

except "(t)¼�Tr(Hd�)/Tr(��) are normal. It is useful to define [[Hd,�],
�]¼ c1Hdþ c2� [[Hd,�], Hd]¼ d1Hdþ d2� where c2¼�d1, d1/c1¼Tr(Hd�)/Tr(��).

Now, if �0¼ 0 (i.e., if the control is an abnormal extremal), the maximizer of

the PMP-Hamiltonian must satisfy Tr(M,U0(t)�U0(t))¼ 0. Differentiating twice,

we obtain

c1"ðtÞTrðMU�0ðtÞHdU0ðtÞÞ þ x2"ðtÞTrðMU�0ðtÞ�U0ðtÞÞ

þ d1TrðMU�0ðtÞU0ðtÞÞ þ d2TrðMU�0ðtÞ�U0ðtÞÞ ¼ 0
ð93Þ

which implies

ðc1"ðtÞ þ d1ÞTrðMU�0ðtÞHdU0ðtÞÞ ¼ 0: ð94Þ
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It can be shown that "(t) 6¼ Tr(Hd�)/Tr(��) implies c1þ "(t)d1 6¼ 0. Thus,

TrðMU�0ðtÞHdU0ðtÞÞ � 0:

It follows that M must also equal zero, which contradicts the supposition that the
minimizer is abnormal. Thus, all optimal controls except "(t) 6¼Tr(Hd�)/Tr(��) are
normal. Conversely, it can be verified that "¼�Tr(Hd, �)/Tr(�,�) satisfies the
maximum principle with �0¼ 0 and M chosen such that Tr(M�)¼Tr(M, [Hd, �])¼ 0.
This implies that it is an abnormal extremal, and since all extremals that are not of this
form are normal, this is the only abnormal extremal. Note that the only abnormal
extremal in this case is a constant control. For higher-dimensional gate control
problems using one control field, it can be shown that there also exist constant controls
that are abnormal extremals, although it is not yet clear whether additional abnormal
extremals exist.

For the important problem of laser control of population transfer examined in
section 3.2, where the control Hamiltonian couples only neighbouring energy levels
(and the internal Hamiltonian can be eliminated), the existence of abnormal extremals
has been studied for discrete quantum systems of arbitrary dimension; in particular, for
any time t on the domain of a given solution to any such state control problem, there
exists an interval [t1, t2] around t where the solution is not strictly abnormal [29]. This
property might be termed ‘weak normality’, by analogy to the phenomenon of weak
resonance discussed above.

The need to partition the time domain of the solutions in this way arises for the same
reason as in section 3.2, i.e., because the dynamics has singularities whenever a state
vector coefficient is zero. For example, if  1¼ 2¼ 0, the control V1,2 has no effect on
dynamics, i.e., V1,2 2¼V2,1 1¼ 0. In order to prove the property of weak normality,
one can define a subspace of Sn�1 on which the corresponding control problem does not
encounter singularities. An auxiliary control problem can then be framed on this
subspace, which can be shown straightforwardly to possess no abnormal extremals.
Solutions to that control problem can be lifted to Sn�1 to produce normal solutions to
the original control problem.

We can accomplish these steps by first defining a partition I [ J of {1, . . . ,n}
satisfying the following condition:

j 2 I$  jðtÞ ¼ 0 8t 2 ½t1, t2� ð95Þ

j 2 J$  jðtÞ 6¼ 0 8t 2 ½t1, t2�: ð96Þ

In addition, it is necessary to subdivide J into subspaces connected by controls, because
only in these subspaces are the vector fields Fj,k( )¼Vj,k k corresponding to the
controls identically nonzero. Two indices j, k of J are connected (j� k) if there exists a
sequence j1, . . . , js of indices of J such that j¼ j1, k¼ js, and 8r < s, Vjr, jrþ1 is a control,
i.e., the two energy levels Ej and Ek are connected if there exists path through state space
where successive states are coupled by control matrix elements. Denote by K1, . . . ,Kr the
equivalence classes defined by �. Let m1, . . . ,mr denote their respective cardinalities,
and define M0¼ 0, Ml ¼

P
k�l mk. For convenience, we reorder the indices in the
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partition such that 8l � r, Kl¼ {Ml�1þ 1, . . . ,Ml} and I¼ {Mrþ 1, . . . , n}. This simply
shifts the indices responsible for singularities to the upper end of the spectrum.

The essential property of discrete quantum state control systems that permits proof
of weak normality is that it is possible to frame this associated auxiliary control
problem on an analytical submanifold of the domain of the original problem, Sn�1.
Because

P
j2Kl
j ̂jðtÞj

2 is constant on [t1, t2], we can define the analytic submanifold on
which  (t) evolves for t 2 ½t1, t2� in terms of the  j(t1)s as:

X ¼ Sm1�1ðC1Þ � � � � � Smr�1ðCrÞ �
Y
j2I

f jðt1Þg ð97Þ

where Cl ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j2Kl

 jðt1Þ
�� ��2q

. In other words, because the subspaces labelled by l are
connected by matrix elements of the control Hamiltonian, the corresponding
components of the state vector undergo unitary (state vector norm-preserving)
evolution on those subspaces. It follows that any extremal  ̂ of the original control
problem is also an extremal of the auxiliary control problem on X, since  ̂ remains the
same if the controls V̂j, k, where at least one of the indices j, k is in I, are set to zero.

It is then straightforward to show [29] that the cardinality of each subspace �l

generated by the control elements Vj,k with j, k 2 Kl is equal to the cardinality of the
Hilbert sphere Sm l�1ðClÞ, and hence that the cardinality of � ¼ 
l�l is equal to the
cardinality of J. As such, no singularities can exist on this domain and the auxiliary
control problem has no abnormal extremals. We refer the reader to [29] for details and
for a discussion of how the normality of solutions to the auxiliary control problem is
preserved upon lifting to Sn�1. Note that the conditions for normality are equivalent
whether the problem is formulated on the space of quantum states or unitary
propagators. Extending these results to the whole domain of the solution is as of yet an
unsettled question, but this work represents the first step in that direction.

Note that the proofs of these analytical results pertaining to the sparseness of
abnormal extremals for discrete quantum control problems make use of the
compactness of the discrete unitary group of dynamical propagators. Since this
property is not shared by the noncompact classical or continuous variable quantum
dynamical propagators, the more general circumstance of abundant abnormal
extremals most likely holds for those cases.

Although critical points of the input-state map are unlikely to be encountered directly
during the search for optimal controls, unitary propagators within a certain distance of
these critical points will be associated with nearly singular matrices G, thus possibly
compromising global tracking efficiency. Current numerical work focuses on
identifying the radius in (UN) within which such ill-conditioned matrices occur, for
various families of homologous Hamiltonians.

9. Open quantum systems

Quantum systems of practical interest in chemistry or physics are always exposed to
some kind of environment, which can render the dynamics nonunitary and irreversible.
Intuitively, environmentally induced irreversible quantum dynamics would seem to
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downgrade the quality of the control outcome. It is therefore imperative to determine

whether the favourable features of quantum control landscapes, derived in the context

of ideal closed systems, are preserved in the presence of environmental decoherence. In

this section, we examine the effects of strong decoherence on the critical topology of

open quantum system control problems.
The composite of the system and environment obeys the Schrödinger equation:

i�h
d�total
dt
¼ Htotal, �total½ �: ð98Þ

The composite Hilbert space is, where HS and HE are the Hilbert spaces of the

system and environment, respectively, and the initial state of the total system is

�totð0Þ ¼ �S � �E. The problem of maximizing the expectation value of an

observable of the system can be expressed in terms of the Kraus dynamical

propagators Kmn of the quantum system in the presence of the environment

(see Appendix A.7):

JðKÞ ¼ Tr
X�
m, n¼1

Kmn�K
y
mn�

 !
ð99Þ

¼ TrfKð�ð0Þ � I�ÞK
yð�� I�Þg: ð100Þ

Using the terminology K ¼ FEðUÞ ¼ UðIN � �
1=2
E Þ, where U is a unitary propagator in

U(�N), we can lift the landscape topology problem onto the composite Hilbert space

as

J�EðUÞ ¼ TrfF�EðUÞð�ð0Þ � I�ÞF
y

�EðUÞ�
0g ð101Þ

¼ TrðUPUy�0Þ ð102Þ

where P ¼ �S � �E and �0 ¼ �� I�. The composite system is assumed to be

controllable over U(�N). Under this assumption, Wu et al. [60] showed that no

suboptimal traps exist in the control landscape for maximization of observable

expectation values. Moreover, the enhanced controllability attainable with open

dynamics actually broadens the range of attainable expectation values.
Because K [�,N] is homeomorphic to the homogeneous space of U(�N), a

landscape mapping satisfying the conditions of Theorem 4 can be built from U(�N)

to K [�,N]. This theorem allows one to extract the critical topology of the Kraus

landscape in terms of the associated unitary landscape. In particular, since the

observable maximization landscape for unitary evolution was demonstrated to have

no suboptimal traps (section 2), we can immediately conclude that the solution sets

to open quantum system observable maximization problems also have no (normal)

traps, assuming the environment is controllable. Although the latter condition may

appear difficult to achieve in practice, in most cases the interaction of a system
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with its environment is dominated by local interactions, which may be
straightforward to control.

We note that the global observable and matrix tracking algorithms described in
section 8 can be applied to open quantum systems as well. In this case, a complete
tomographic set of observables {�i} is composed of N4 rather than N2 operators [47],
thus increasing the expense of tracking, but not rendering it prohibitive.

10. Conclusion and future challenges

As we have seen, there are stark differences between the optimal control landscapes for
quantum and classical systems. In particular, the geometric properties of the compact
Lie group of finite-dimensional quantum propagators endows the corresponding
control landscapes with remarkable properties that are considerably simpler than those
of classical systems.y Although quantization of a finite-dimensional classical system
generally produces an infinite-dimensional quantum system, the Hilbert spaces of most
quantum systems of practical interest that possess an infinite number of levels can be
effectively truncated to finite dimensions. Thus, counterintuitively, locating optimal
quantum controls becomes in many ways easier than locating corresponding classical
controls. Given the apparent favourable scaling of landscape search complexity with
Hilbert space dimension, even if distant energy levels play a role in the dynamics, the
effort involved in locating controls may still be minimal.

This is most important for the practical feasibility of quantum control
simulations and experiments on large molecules. The scaling of the expense of quantum
dynamical simulation suggests that the computational problems inherent in quantum
chemistry – high-precision electronic structure calculations become prohibitively
expensive for most systems of practical interest – should be exacerbated for optimal
control of such systems. However, the simple features of quantum control landscapes
described above indicate that optimal control search need not add additional complexity
to these problems.

The simple topology and geometry of quantum control landscapes, moreover, can be
exploited to develop both numerical and experimental search algorithms that may
outperform local or adaptive algorithms. The further development of global
experimental algorithms is of particular interest, as these would take advantage of
landscape structure without suffering from the exponentially unfavourable scaling of
the cost of quantum simulation with Hilbert space dimension.

Although the landscapes for control of finite-dimensional quantum systems are thus
simpler than those for classical systems, the need for statistical inference of quantum
observable expectation values, states, or gradients thereof adds additional overhead to
the cost of identifying optimal controls in an experimental context. This overhead
is exacerbated when applying global algorithms that attempt to take advantage
of information regarding the quantum state or dynamical propagator at each step

yFormally, the reduction in the dimensionality (hence complexity) of the search space for discrete quantum
controls originates in quantum symmetries, as shown in section 3. Future work may aim to frame this
statement within the context of Noether’s theorem for optimal control, which assigns so-called conserved
currents to solutions to the maximum principle, based on such symmetries.

Quantum control landscapes 723

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
0
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



along the landscape search trajectory. An especially noteworthy challenge, therefore, is
the characterization of how the emerging methodologies of quantum statistical
inference may be employed to further reduce the search complexity of quantum
control problems.

The other feature of quantum dynamics that might be considered prohibitive to their
effective control, namely quantum decoherence, was shown to not have a significant
effect on some of the most important properties of optimal control landscapes, in
particular their critical topology. Future work should more thoroughly explore how the
geometry of the control landscapes and the effectiveness of global search algorithms are
affected by noise, the nonunitary evolution of incoherent quantum dynamics, and
measurement.

Appendix: Mathematical appendices

A.1. Critical topology

A.1.1. Landscape mapping.

Theorem 4: Suppose the function x¼ f(y) is locally surjective near some point y0 2 Y,
i.e., the Jacobian has full rank:

rank
df

dy
y¼y0

�� ¼ dimX x¼fðy0Þ

��
in some local coordinate system. Then y0 is critical for L � f in Y if and only if x0¼ f(y0) is
critical for L in X, and they have identical numbers of positive and negative Hessian
eigenvalues at y0 and x0, respectively. Moreover, if the inverse image f�1(x0) of every
critical point x0 is connected, then the connected components of their critical manifolds are
one-to-one between the two landscapes [60].

A.1.2. Hessian quadratic form: observable maximization

On the domain of unitary propagators, the Hessian quadratic form (HQF) for
observable maximization can be written

HAðUÞ ¼ Tr ½�4A2�ð0ÞU�Uy þ 4A�ð0ÞAU�Uy�

at a unitary matrix U, expanded along an arbitrary direction A in the Lie algebra of
U(N). Consider a particular solution Ul that generates orderings �j ! �l(�j) of the
eigenvalues of �, where the array �l specifies an N-index permutation mapping. If we
define the matrix elements of A as Aij¼ 	ijþ i�ij, we obtain after some straightforward
calculations [17]

HAðÛlÞ ¼ �
X
j<k

ð	2jk þ �
2
jkÞ ½ð��ðjÞ � ��ðkÞÞð�j � �kÞ�
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from which the counting results presented in section 2 can be derived. The number of

positive principal axis directions equals the number of ( j, k) pairs for which

(�j� �k)(�j��k)� 0, and the number of negative principal axis directions equals the

number of ( j, k) pairs for which (�j – �k)(�j� �k)� 0.

A.2. Maximum principle and adjoint control systems

Theorem 5 (Pontryagin maximum principle): Consider the problem of steering the

control system

_x ¼ fðx, uÞ, x 2M, u 2 � � Rk,

where M is the state space of the system, from some initial state x(0)¼ x0 to some final

state x1 while minimizing a cost of the form
R T
0 f 0ðx, uÞdt. The maximum principle states

that if the couple �u(t), �xðtÞ is optimal, there exists an absolutely continuous vector

�ðtÞ 2 R
n and a constant � � 0, such that the PMP-Hamiltonian function

hðxðtÞ, �ðtÞ, uðtÞÞ ¼ h�ðtÞ, fðxðtÞ, uðtÞÞi þ �0f
0ðxðtÞ, uðtÞÞ satisfies

hð �xðtÞ, �ðtÞ, �uðtÞÞ ¼ maxuhð �xðtÞ, �ðtÞ, uÞ

and

�jðtÞ ¼ �
@h

@xj
, j 2 1, . . . , n:

Moreover, denoting the tangent space to the manifold M at state x(t0) by Tx(t0)M, we have

h�ð0Þ,Txð0ÞMi ¼ h�ðT Þ,TxðT ÞMi (transversality condition) [27]. If the final time T is fixed,

hð �xðtÞ, �ðtÞ, �uðtÞÞ is constant, whereas if T is allowed to vary, hð �xðtÞ, �ðtÞ, �uðtÞÞ ¼ 0.
If the control objective is to minimize the final time T instead of a cost of the form

above, the optimal trajectory on [0,T] is associated with the Hamiltonian ��0 þ h�ðtÞ,
f(x(t), u(t)). In this case, maxuhð �xðtÞ, �ðtÞ, uÞ ¼ 0 in [0,T], and we have the additional

condition that if �0¼ 0, then �(t) 6¼ 0 for any t [27].

Definition 3 (Normal, abnormal extremals): A trajectory �xðtÞ satisfying the above

condition is called an extremal. If �0¼ 0, it is called an abnormal extremal; if �0<0, it

is called a normal extremal. If an extremal is abnormal but not normal, it is called a

strictly abnormal extremal.

Definition 4 (Adjoint control system): Consider the following control system F on a

Lie group G:

_U ¼ �
i

�h
Hd þ

Xm
j¼1

uj�j

" #
U:
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Let K denote the subgroup spanned by the control Hamiltonians �j, and denote the
adjoint orbit of –iHd (the internal, or drift Hamiltonian) under the action of the
subgroup K by AdK(–iHd), i.e., AdKð�iHdÞ ¼ fk

y

1ð�iHdÞk1 k1 2 Kgj . Then the adjoint
control system of F is defined as the system _P ¼ HP, H 2 AdKð�iHdÞ, P 2 G, which
evolves on the coset space G/K [8].

Definition 5 (Infimizing time): For the control system F above, let R(I, t) denote the
reachable set from the identity in time t. Then t�ðUFÞ ¼ infft � 0 UF 2 RðI, tÞg

�� is called
the infimizing time for producing the propagator UF.

Theorem 6 (Equivalence theorem): The infimizing time t*(UF) for steering the system

_U ¼ Hd þ
Xm
j¼1

uiHj

" #
U:

From U(0)¼ I to UF is the same as the minimum coset time L*(KUF) for steering the
adjoint system

_P ¼ HP, H 2 AdKðHdÞ

from P(0)¼ I to KUF [8].

Theorem 7 (Adjoint maximum principle): For the above adjoint control system, denote
the time-optimal control law by �HðtÞ and the corresponding optimal trajectory by �PðtÞ.
Define an adjoint auxiliary cost function, fðPÞ ¼ Trð�yHPÞ, P�y 2 p. The corresponding
adjoint PMP-Hamiltonian is hðPðtÞ, �ðtÞ, HðtÞÞ ¼ Trð�yðtÞHðtÞPðtÞÞ � TrðNðtÞHðtÞÞ. The
optimal adjoint control-trajectory pairs are then the solutions to the Hamiltonian
equations

d�ðtÞ

dt
¼ �

@h

@P
¼ ĤðtÞ�ðtÞ:

The adjoint maximum principle [9] demands that there exists a NðtÞ 2 p (directions in G/K
space) such that

�HðtÞ ¼ argmaxHTrðHNðtÞÞ, H 2 AdKð�iHdÞ

d �PðtÞ

dt
¼ �HðtÞ �PðtÞ

dNðtÞ

dt
¼ ½ �HðtÞ,NðtÞ�:

A.3. Rotating wave approximation

The rotating wave approximation (RWA) consists of a unitary change of coordinates
(and controls) by which the internal (drift) Hamiltonian can be eliminated in problems
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involving atom-electromagnetic wave interactions, by virtue of the electromagnetic
radiation being nearly resonant, or where the interaction Hamiltonian couples only
neighbouring states [28]. We consider the latter case. Let  ðtÞ ¼ UðtÞ 0ðtÞ: Then the
state vector in the rotated coordinate system satisfies the Schrödinger equation:

i
d 0ðtÞ

dt
¼ H0ðtÞ 0ðtÞ

where the Hamiltonian in the rotated coordinate system is

H0 ¼ U�1HU� iU�1
dU

dt
:

In order to eliminate the internal Hamiltonian, we choose U(t)¼ exp(�iDt); since
H¼DþV(t), H0 ¼ iU DUyþU(DþV(t))Uy¼ exp(iDt)V(t)exp(�iDt). Redefining
 0 !  and H :¼ �iH0, we have

d ðtÞ

dt
¼ HðtÞ ðtÞ,

where H is skew-Hermitian. The elements of this Hamiltonian are either zero or are
controls; as such, the drift is eliminated. Assuming that the control Hamiltonian V is
off-diagonal (i.e., Vi,j¼ 0 only if i¼ j	 1), the relation between the original and ‘new’
controls Hj,k(t) is:

Vj, kðtÞ ¼ Hj, kðtÞ expði½ðEk � EjÞtþ �=2�Þ:

In the more general case where the control Hamiltonian is not off-diagonal but the
control fields are assumed to be roughly in resonance with the system transition
frequencies, the transformed Hamiltonian takes on a similarly simple form under the
approximation that rapidly oscillating terms average to zero.

A.4. Analytical solutions to state and gate control problems

A.4.1. Low-dimensional gate control problems

Consider the right-invariant control system described in Definition 4. Following section
3.3, let G denote the special unitary group SU(N). Call the subalgebra generated by the
controls {�1, . . . ,�m} and the corresponding subgroup K. If we decompose G ¼ p
 l
such that p is orthogonal to l, then p represents all possible directions to move in
G/K space. Denote by h � p a subspace of maximally commuting directions or
generators in G/K.

Specifically, in the case of two-qubit systems, G/K¼SU(4)/SU(2) � SU(2),
g¼ su(4), and K¼SU(2) � SU(2). In this case, it can be shown that the Lie
algebras l, p, and h are

l ¼ span ifIx, Iy, Iz,Sx,Sy,Szg

p ¼ span ifIxSx, IxSy, IxSz, IySx, IySy, IySz, IzSx, IzSy, IzSzg

h ¼ span ifIxSx, IySy, IzSzg:
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Decomposing the target unitary propagator as UF¼ k2 exp(Y)k1, (section 3.3),

we have

UF ¼ k1 exp½�ið	1IxSx þ 	2IySy þ 	3IzSzÞ� k2, k1, k2 2 SUð2Þ � SUð2Þ,

where the sub-Riemannian problem consists of generating exp(Y) in the fastest

possible way. If we define k�y ¼ expð�i�=2IyÞ expð�i�=2SyÞ and kþy ¼ expði�=2IyÞ
expð�i�=2SyÞ, we can verify that

k	y expð�iIzSzÞðk
	
y Þ
�1
¼ expð	iIxSxÞ

and similarly for kx, showing we can generate any element of the Cartan subalgebra h.
In the case of three spins coupled by local interactions such that J12¼ J23, J13¼ 0, G/

K is a nonsymmetric space, but is still a finite-dimensional Riemannian manifold.

Khaneja and coworkers [9] considered the generation of unitary propagators of

the form

U ¼ expð�i�I1	I2�I3
Þ, 	,�, 
 2 fx, y, zg,

which are hard to produce as they involve trlinear terms in the effective Hamiltonian

(trilinear propagators). Applying the decomposition UF¼ k2 exp(Y)k1, it is sufficient to

produce

expðYÞ ¼ expð�i�I1zI2zI3zÞ, � 2 ½0, 4��

because all other propagators belonging to the set expð�i�I1	I2�I3
 	,�, 
 2
�� fx, y, zgg of

trilinear propagators can be produced from UF in arbitrarily small time by selective

hard pulses.
The corresponding adjoint control problem (Definition 4) has

H 2 Adkð�i2�JðI1zI2zþ I2zI3zÞÞ. For adjoint control problems, an equivalent version

of the Pontryagin maximum principle exists (Appendix A.2). It can be verified [9] that

the following analytical time-dependent control satisfies this principle:

�HðtÞ ¼ �i2�J ðI1zI2x þ I2xI3z cos
�t

T

� �
� ðI1zI2y þ I2yI3zÞ sin

�t

T

� �� �

and steers the adjoint system from P(0)¼ I to PðT Þ 2 KUF in minimal time. The

minimum time t*(UF) required to produce a propagator of the form

UF¼ exp(�i�I1zI2zI3z), � 2 ½0, 4��, is then given by

t�ðUFÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�ð4� �Þ

p
2J

where �¼ �/2�.
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A.4.2. Low-dimensional state control problems

Analytical solutions to problems of state-to-state population transfer can be obtained
for two- and three-level quantum systems, for off-diagonal control Hamiltonians
(i.e., Vjk¼ 0 if j 6¼ k	 1), under the rotating wave approximation (Appendix A.3). We
summarize the results for the optimal control of population transfer in three-level
systems using fluence as the cost, with two controls that span the control Lie algebra
[28], since this provides an example for how objective function symmetry can endow
integrability to quantum control systems and more generally simplify the search for
optimal controls. Let us consider the problem of transferring the population from pure
state j1i to pure state j3i, with �1,12¼�2,21¼ 1, �2,12¼�2,21¼ 1. The Schrödinger
equation for the Hamiltonian in this case can be written

_c1 ¼ �i"1ðtÞc2, _c2 ¼ �ið"1ðtÞc1 þ "2ðtÞc3Þ, _c3 ¼ �iu2ðtÞc2,

where ci denote the coefficients of the wavefunction eigenstates xi. If we set
c1¼x1þ ix2, c2¼x4� ix3, c3¼x5þ ixþ 6, we can write this concisely as
_x ¼ "1F1 þ "2F2, where x¼ (x1, . . . , x6) and F1¼ (�x3,�x4, x1, x2, 0, 0) and F2¼ (0,
0, x5, x6,�x3,� x4) denote the action of the control Hamiltonians �1 and �2 on the
state x. This is a problem on the five-dimensional Hilbert sphere, S5. The initial
condition for this problem is a point on the circle S1

in � fx 2 S5 x21 þ x22 ¼ 1
�� g, whereas

the target is a point on the circle S1
fin � fx 2 S5 x25 þ x6 ¼ 1g

�� . However, the
dimensionality of this problem can be reduced if we assume that the controls are
resonant (section 3.2). In this case, for each x0 2 S1

in the orbit O(x0) (the reachable set
of states) is a two-dimensional submanifold of S5, and hence the system is not fully
controllable (i.e., not all superpositions of states can be reached from arbitrary initial
conditions). Nonetheless, arbitrary eigenstate–eigenstate transitions can be controlled.
Let us define x0(	) as the initial condition x1(0)¼ cos(	), x2(0)¼ sin(	), 	 2 ½0, 2��.
Then this submanifold is the two-dimensional sphere defined by the equation
x012þ x032þ x052 ¼ 1, where x0 ¼ R� I3x. In other words, due to the isometry, all the
points in Sin can be considered equivalently. Therefore, we can study the optimal
control problem on the orbit O(x0). Let us consider the case where x0 is defined by
x1¼ 1; in this case, O(x0) is the sphere defined by x21 þ x23 þ x25 ¼ 1.

We can then execute a change of variables to y1¼ x1, y2¼ x3, y3¼�x5, such that the
control system can be rewritten as

_y1

_y2

_y3

0
B@

1
CA ¼ u1F1 þ u2F2; F1 ¼

�y2

y1

0

0
B@

1
CA, F2 ¼

0

�y3

y2

0
B@

1
CA:

It is useful to frame the reduced problem in spherical coordinates, where

y1 ¼ cosð�Þ cosð�Þ

y2 ¼ sinð�Þ

y3 ¼ cosð�Þ sinð�Þ:
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The control system can then be written

_�

_�

 !
¼ v1G1 þ v2G2,

where G1¼ @�, G2 ¼ tanð�Þ@�.
In spherical coordinates, the Hamiltonian associated with the maximum principle is

hð�,�,P�,P�, v1, v2Þ ¼ P, v1G1 þ v2G2h i þ p0ðv
2
1 þ v22Þ ¼ v1P� þ v2P� tan �ð Þ þ p0 v21 þ v22


 �
:

The maximum principle demands @h/@v1¼ 0, @h/@v2¼ 0; as such, v1¼P�,
v2 ¼ P� tanð�Þ. The Hamiltonian corresponding to these controls is
ĥ ¼ 1=2ððP2

� þ ðtanð�ÞP�Þ
2. The Hamiltonian equations of motion following from

the maximum principle are then:

_� ¼
@ĥ

@P�
¼ P�, _� ¼

@ĥ

@P�
¼ P� tan

2ð�Þ

_P� ¼
@ĥ

@�
¼ �P2

� tanð�Þð1þ tan2ð�ÞÞ, _P� ¼ �
@ĥ

@�
¼ 0:

This Hamiltonian system is Liouville integrable, since there are two independent and
commuting constants of the motion ĥ and P� ¼ a. The solution for minimal fluence,
with fixed transfer time T can then be shown to be [28]:

min

Z T

0

ð"21 þ "
2
2Þdt

� �
¼

3

4
�2

1

T
:

A.5. Diffeomorphic homotopy on control landscapes

We sketch the derivation of the general diffeomorphic homotopy procedure for
Hamiltonian morphing and observable tracking [31–33]. The condition for remaining
on a designated level set of an observable control landscape is

dFðsÞ

ds
¼

d �ðsÞ
� 

T

ds
¼ 0

In the following, we use the subscriptþ to refer to a point infinitesimally close to the
system at point s. The interaction dynamical propagator in the interaction picture can
then be written UI(t, 0)¼Uy(t, 0)Uþ(t, 0). To first order, the interaction picture
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propagator at the final time T is:

UIðT, 0Þ ¼ Iþ
ds

i�h

Z T

0

dt Uyðt, 0Þ
@Hðs, tÞ

@s
Uðt, 0Þ

� �
:

If we Taylor expand the Hamiltonian to first order at algorithmic time s, i.e.,

Hþðs, tÞ ¼ Hðsþ ds, tÞ ¼ Hðs, tÞ þ ds
@Hðs, tÞ

@s
,

the expectation value of the observable of interest at the point sþ ds in Hamiltonian

space can be expressed as:

�ðsþ dsÞ
� 

T
¼ �ðsÞ
� 

T
þ
ds

i�h
 0

Z T

0

dt �ðT Þ,Uyðt, 0Þ
@Hðs, tÞ

@s
Uðt, 0Þ

� �����
���� 0

� �
: ðA1Þ

It can then be shown that the condition for remaining on the level set can be written

dFðsÞ

ds
¼

Z T

0

dt a0ðs, t,T Þ
@"ðs, tÞ

@s
þ a1ðs, t,T Þ"ðs, tÞ þ aðs, t,T Þ

� �
¼ 0: ðA2Þ

where

a0ðs, t,T Þ ¼ �
1

i�h
 0

� ��½UyðT, 0Þ�UðT, 0Þ,Uyðt, 0Þ�ðsÞUðt, 0Þ�  0

�� 
a1ðs, t,T Þ ¼ �

1

i�h
 0 UyðT, 0Þ�UðT, 0Þ,Uyðt, 0Þ

d�ðsÞ

ds
Uðt, 0Þ

� �����
���� 0

� �

a2ðs, t,T Þ ¼ �
1

i�h
 0 UyðT, 0Þ�UðT, 0Þ,Uyðt, 0Þ

dHdðsÞ

ds
Uðt, 0Þ

� �����
���� 0

� �
:

A natural way to solve equation (A2) is to transform it into an initial value problem

for the laser field "(s, t). Equation (A2) can be reexpressed as the differential equation

a0ðs, t,T Þ
@"ðs, tÞ

@s
þ a1ðs, t,T Þ"ðs, tÞ þ a2ðs, t,T Þ ¼ fðs, tÞ

where f(s, t) is an arbitrary function satisfying the constraint

Z T

0

fðs, tÞdt ¼ 0 8s:
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In general the coefficient a0(s, t,T) may vanish at some values of s and t. Since there

are a priori no restrictions on a0(s, t,T), we cannot preclude the possibility of singular

behaviour with the class of D-MORPH controls admitted by equation (A2). Singular

behaviour is unattractive because it implies the possible existence of similar

undesirable behaviour in the control field ". Regardless of the behaviour of a0, a

nonsingular class of D-MORPH solutions may be generated. Defining the integral

bðs,T Þ ¼ �

Z T

0

ða1ðs, t,T Þ"ðs, tÞ þ a2ðs, t,T ÞÞdt,

we have Z T

0

a0ðs, t,T Þ
@"ðs, tÞ

@s
dt ¼ bðs,T Þ,

which is a Fredholm integral equation of the first kind. More generally, in the case that

following a track of objective function values �ðsÞ
� 

is desired, instead of remaining on a

level set, we have

Z T

0

a0ðs, t,T Þ
@"ðs, tÞ

@s
dt ¼ bðs,T Þ þ

d �ðs, tÞ
� 
ds

:

Then, it can be shown [31] that this equation can be transformed into the equivalent

(nonsingular) differential equation

@"ðs, tÞ

@s
¼ SðtÞ fðs; tÞ þ

bðs,T Þ þ


d �h i
ds � 
ðsÞ

�
a0ðs, t,T Þ

�ðsÞ

" #
ðA3Þ

where S(t) is an arbitrary shape function, �ðsÞ ¼
R T
0 SðtÞ ½a0ðs, t,T Þ�

2dt and


ðsÞ ¼
R T
0 SðtÞa0ðs, t,T Þfðs, tÞdt is the projection of the arbitrary function f(s, t)

onto a0(s, t,T).
The freedom to choose f(s, t) corresponds to the multiplicity of control field solutions

on the level set, and arises naturally as a consequence of the underspecified nature of the

integral form of the original D-MORPH equation. In particular, in the case of fluence

minimization, f(s, t)¼ fm(s, t) satisfies the condition

Z T

0

SðtÞa0ðs, t,T Þfmðs, tÞdt ¼ 0:

It can be shown [31] that with the choice

fðs, tÞ ¼ �
1

�s

"ðs, tÞ

SðtÞ
,

732 R. Chakrabarti and H. Rabitz

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
0
0
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



the algorithm seeks to minimize the total field fluence at each step. Analogous free
functions that correspond to other auxiliary costs (such as minimal time) in the
Pontryagin maximum principle can be constructed.

A.6. Controllability on compact Lie groups

Definition 6 (Reachable sets and controllability): Consider a control system F defined
on a manifold M. For each T>0, and each x0 in M, the set of points reachable from x0
at time T, denoted by A(x0,T), is equal to the set of terminal points x(T) of integral
curves of F that originate at x0. The union of A(x0,T), for T� 0, is called the reachable

set [27] from x0. The set of points reachable in T or fewer units of time, defined as the
union of A(x0, t), t�T, is denoted A(x0, �T). A control system F is controllable if any
point of M is reachable from any other point of M, at any time T>0.

Definition 7 (Invariant control system on a Lie group): A control system on a Lie
group G, where G is the Lie group associated with a Lie algebra h, is defined by the

equations

_U ¼ AUðtÞ þ
Xm
i¼1

uiðtÞBiUðtÞ

where A and the Bi, i¼ 1, . . . ,m belong to h, U(t) belongs to G, and the ui(t) are scalar

functions of time which play the role of the external controls. The control system is said
to be right-invariant if the following condition holds: If U(t) is a solution corresponding

to the initial condition equal to the identity matrix, the solution corresponding to the
initial condition F is given by U(t)F.

A.7. Kraus superoperator formalism

Consider a composite of system and environment whose Hamiltonian Htotal consists of
the Hamiltonians of the system, environment, and their interaction. The total system

evolution operator is Utotal(t) on the total Hilbert space H ¼ HS �HE, where HS and
HE are the Hilbert spaces of the system (of dimension N) and environment, respectively.

The initial state of the total system is �totð0Þ ¼ �S � �E. We can obtain an expression for
the system dynamics �S(t) by tracing �totalðtÞ ¼ UtotalðtÞ�totalð0ÞU

y

totalðtÞ over the
environment [60]:

�SðtÞ ¼ TrEfUtotalðtÞð�S � �EÞU
y

totalðtÞg:

Define the �N-dimensional matrix KðtÞ ¼ TrEfUtotalðtÞðIN�1=2
E
Þg. Divide K into �2 N�N

matrices K	�ðtÞ ¼ �
��  	h jÞg, (	, �¼ 1, . . . , �), where 	, � constitute an arbitrary basis
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for HE. These matrices form the Kraus representation of the dynamical map as

�SðtÞ ¼
X�
	, �¼1

K	�ðtÞ�ð0ÞK
y

	�ðtÞ:

A.8. Symplectic propagators

Consider a continuous variable quantum system with a quadratic Hamiltonian H(t).
H(t) induces a Hamiltonian vector field, which generates a one-parameter family of
transformations U(t) on the Hilbert space H that obeys the Schrödinger equation

@UðtÞ

@t
¼

i

�h
HðtÞUðtÞ, ðA4Þ

where the parameter is the time. The evolution propagator transforms the quadrature
vector of position and momentum operators ẑ ¼ ðq̂1, . . . , q̂N; p̂1, . . . , p̂NÞ

T linearly
through

U : ẑ	 ! UyðtÞẑ	UðtÞ ¼
X
�

S	�ðtÞẑ�,

where the 2N� 2N matrix S(t) is an element of the symplectic group Spð2N,RÞ that
satisfies ST JS¼ J, with

J ¼
IN

�IN

� �
:

Thus, the matrix S captures the Heisenberg equations of motion for the operators ẑi,
and the unitary propagator U forms the metaplectic unitary representation of S in
Spð2N,RÞ [61]. Like the infinite-dimensional unitary group (but unlike the finite-
dimensional unitary group), Spð2N,RÞ is noncompact.

Whereas a logical operation on N discrete quantum bits (qubits) is represented by a
2N-dimensional unitary matrix, the corresponding operation on N continuous quantum
bits (qunits) can be represented by a 2N-dimensional symplectic matrix.
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